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THESIS STRUCTURE 
 
This thesis is divided in 5 chapters. 
 
Chapter I introduces the main concepts about heterogeneous networks, transport 
schemes, i.e., mobile backhaul and protection schemes. Moreover, it constitutes of both 
related literature and hypothesis. This chapter uses information from Paper I, II, III, IV, 
V and VI. 
 
Chapter II presents the main base station technologies available in market and the 
different options of access medium to transport next year’s traffic. This chapter used 
information from Paper VI. 
 
Chapter III introduces the proposed assessment methodology, based on Greenfield or 
Brownfield backhaul deployment. In this chapter all math models are presented and 
described, e.g., traffic model, backhaul models, etc. Additionally, a case study and 
results are presented. In this chapter, it was used information from Paper I, V. 
 
Chapter IV introduces the proposed passive optical network protection schemes. 
Furthermore, it demonstrates all the models developed to obtain the main resolutions. 
Finally, a case study and its results are presented. In this chapter, it was used 
information from Paper IV. 
 
Chapter V discusses the overall conclusions and future work. 
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ABSTRACT 

 

This thesis undertakes a techno-economic evaluation of transport solutions for 

fixed and mobile broadband access. In the case of future mobile access networks, it is 

proposed to make use of backhaul architectures using fiber and microwave applied to 

Greenfield deployments and a copper-legacy backhaul infrastructure based on 

Brownfield migration, i.e. finding a way of using a legacy infrastructure to its full 

capacity. At the same time, protection deployments based on fiber-wireless schemes are 

recommended for future fixed broadband. The main contribution made by this thesis is 

to carry out a research investigation into the total investment cost of the broadband 

transport infrastructure. This will be determined by employing two sets of models to 

assess the capital and operational expenditures, (CAPEX and OPEX respectively), of 

mobile and fixed broadband access network operators. First, this involves a set of 

models for mobile broadband that are summarized in a general methodology that aims 

at providing: traffic forecasting, wireless deployment, mobile backhaul deployment and 

total cost assessment. It was found that, fiber-based backhaul through a Greenfield 

deployment is the most energy-efficient option. Furthermore, Brownfield reveals that 

copper-based backhaul can still play a key role if used up to its full capacity and sharply 

reduces the investment costs in infrastructure. Additionally, there is an examination of 

the main differences in cost and energy values between Greenfield and Brownfield. 

Finally, a methodology is employed for fixed broadband based on network 

dimensioning, failure costs and an assessment of the total cost of ownership. The 

models are used to assess five architectures that represent different protection schemes 

for fixed broadband.  This research shows the economic benefits of using a hybrid 

protection scheme based on fiber-wireless architecture rather than fiber-based protection 

options and a sensitivity analysis is conducted to show that the extra CAPEX invested 

to protect the infrastructure might be recovered through the OPEX after a number of 

years. The results obtained in the thesis should be useful for network operators to plan 

both their fixed and mobile broadband access network infrastructure in the future. 

Keywords: Fixed broadband, Mobile backhaul, Capital Expenditure, Operational 

Expenditure. 
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RESUMO 
 

Esta tese se concentra na avaliação técnico econômica de soluções de transporte 

para acesso banda larga fixa e móvel. Para futuras redes de acesso móvel, propõem-se 

arquiteturas de backhaul usando fibra e microondas baseado no desenvolvimento de 

redes de acesso wireless verde e infraestruturas legadas de backhaul baseada em cobre 

para migração Brownfield, ou seja, usando infraestrutura existente até o limite de 

capacidade suportada, enquanto para redes de banda larga fixa são propostas 

implantações de proteção baseadas em esquemas híbridos, ou seja, fiber+wireless. 

As principais contribuições desta tese estão relacionadas ao campo de pesquisa 

do custo total de investimento em infraestrutura de transporte banda larga. Em termos 

de custo total de investimento, são propostos dois conjuntos de modelos para avaliar as 

despesas de capital e de operação, CAPEX e OPEX respectivamente, de operadoras de 

redes de acesso banda larga fixa e móvel. Primeiramente, para banda larga móvel, é 

apresentado um conjunto de modelos condensado em uma metodologia geral que visa 

fornecer: previsão de tráfego, implantação de rede sem fio, implantação de backhaul 

móvel e avaliação do custo total. É mostrado que o backhaul baseado em fibra 

considerando acesso sem fio verde é a opção mais eficiente em termos de energia. Além 

disso, Brownfield mostra que o backhaul baseado em cobre ainda pode desempenhar um 

grande papel se utilizado até a exaustão de sua capacidade e reduz drasticamente os 

custos de investimentos em infraestrutura. Adicionalmente, são apresentadas as 

principais diferenças de custos e valores de energia entre redes de acesso sem fio verde 

e Brownfield. Finalmente, para banda larga fixa, é proposta uma metodologia baseada 

em dimensionamento de rede, custos associados à falha e avaliação do custo total por 

assinante. Os modelos são utilizados para avaliar cinco modelos que representam 

diferentes esquemas de proteção para arquiteturas de banda larga fixa. Esta pesquisa 

revela os benefícios econômicos do uso de esquema de proteção híbrido baseado em 

arquitetura fiber+wireless comparado com a opção de proteção baseada totalmente em 

fibra e é também apresentada uma análise de sensibilidade para provar que o 

investimento adicional em CAPEX para  proteger a infraestrutura pode ser recuperado 

em alguns anos através da economia em OPEX. 

Os resultados obtidos na tese podem ser úteis às operadoras de rede para planejar 

tanto suas infraestruturas de redes de acesso fixas quanto móveis. 

Palavras chaves - Rede de Banda Larga Fixa, Backhaul, CAPEX, OPEX. 
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CHAPTER I 
 

INTRODUCTION 
 
 
This chapter sets out the main research challenges that transport network 

operators, (i.e., mobile and fixed), are facing during the period of network 

dimensioning. Its objective is to demonstrate to the reader the importance of finding 

techno-economic solutions in the telecommunication field.  Finally, two hypotheses that 

are raised and these are validated in the following chapters.  

1.2.1 Main Research Projects on Mobile Backhaul 

 
Recently, the popularization of new Internet devices such as modern laptops, 

tablets and smartphones has caused an unprecedented growth in the demand for data 

traffic [1][2][3]. Studies have shown that this data growth has a direct impact on 

network dimensioning, i.e., by sharply increasing the amount of equipment, (e.g., 

transport or radio equipment to meet the increasing demand) [4][5][6]. The introduction 

of extra equipment in the network access layer increases the need for investment. This, 

leads to a reduction in profits on the side of the operator [7] and forces operators to 

introduce protection schemes to guarantee reliable services anytime and anywhere. 

The reduction in revenue has forced operators to find both energy and cost-

efficient alternatives to handle the upcoming traffic demand, e.g., by investing in 

renewable energy [8], base stations with standby technology for discontinuity [9], and 

Heterogeneous Networks (HetNets) [10][11]. Among all the attempts to define the 

access layer through reducing energy consumption and Total Cost of Ownership (TCO), 

HetNets have proved to be the most attractive option [11][12].  

HetNets use macro base stations, which guarantee full coverage of the area, and 

small cells, (e.g., micro-, pico- and femto base stations), to ensure a sufficiently high 

capacity to meet traffic demands. Moreover, HetNets are able to reduce the energy 

consumption of mobile access networks by replacing a number of energy-demanding 

macro cells with small cells [13][14]. 

Although HetNets have the benefits mentioned above, there are some drawbacks 

related to their use, e.g., owing to the densification of the number of small cells in the 
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HetNets, the energy consumption and operational costs of mobile backhaul have begun 

to represent a significant proportion of final bill [4]. Mobile backhaul is a term used to 

describe the connectivity between base stations and metro aggregation node in cellular 

systems in a wide range of transport media, (e.g., fiber and copper) [15] and the impact 

undergone by the backhaul is mainly caused by the "explosion" of the number of 

devices (switches, digital subscriber line access multiplexers, microwave antennas, etc.) 

that are required to connect all the macro base stations and small base stations through 

the access layer to the metro aggregation node. 

The increasing amount of backhaul equipment raises new challenges/questions 

for the operators regarding profit margins and cost efficiency and how these problems 

must be solved. For example, the operators might decide either to deploy a new 

backhaul network (Greenfield) or upgrade an existing infrastructure (Brownfield) to 

transmit the traffic generated in the radio access networks. In the Greenfield scenario, 

the infrastructure is built from scratch and is usually chosen when the operator migrates 

from an incompatible technology or when a new contract is secured, thus forcing a 

general capacity upgrade [16]. On the other hand, Brownfield scenarios involve 

situations when the operator exploits the opportunities created by the legacy 

infrastructure, e.g., based on copper that is used to its full capacity and reuses the 

available infrastructure as much as possible to reduce the amount required for extra 

investment. The Brownfield solution raises the problem of defining at what point it is 

energy-efficient and profitable to make use of an old infrastructure. 

To the best of our knowledge, most of the projects and papers related to HetNets 

and mobile backhaul subjects entail energy-efficient and Greenfield deployment 

[10][11][17][18][19][14][20][21]. In addition, there is no overall TCO methodology for 

evaluating different backhaul options in terms of costs and energy which employ both 

Greenfield and Brownfield strategies. 

Among the main projects, Energy Aware Radio and Network Technologies 

(EARTH) consortium [17] adopt an approach aimed at reducing costs and minimizing 

the energy consumption of Long-Term Evolution (LTE) networks, which provide 

solutions at each level from the lowest level up to the system level. The Optimizing 

Power Efficiency in Mobile Radio Networks (OperaNet) project [18] adopts a general 

approach which takes account of a complete end-to-end system after it has optimized 

cooling systems, a terminal design, an energy recovery system in base stations, etc. The 

GreenHaul [22] project focused on the task of understanding how different backhaul 
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technologies and architectures may affect the total backhaul power consumption and 

then applying the knowledge to devise HetNet deployment strategies for the overall 

broadband segment; the aim of this is to reduce the total power consumed by the mobile 

wireless access and backhaul segments combined. Finally, there is the project involving 

Mobile and Wireless Communications Enablers for the Twenty-twenty Information 

Society (METIS) [23], an integrated scheme that was partly funded by the European 

Commission under the Seventh Framework Programme for Research and Development 

(FP7) framework [24]. METIS was set up by leading telecommunications companies in 

order to address the technical challenges arising from the avalanche of increasing 

traffic, upsurge of connected devices, and wide range of services and information 

requirements for the connected society beyond 2020. The “technology components” as 

well as the “horizontal topics” needed to build the next generation mobile system, 

(“5G”), which form the main bricks of METIS, are fully investigated in this project.  

In terms of papers, [19] investigates the effect of small cell deployments on 

urban and dense urban areas from the perspective of energy consumption. The authors 

use a parametric power model for legacy macro cell networks and new emerging small 

cells. The study quantifies the power reduction gained by deploying HetNets that 

consist of a blend of both technologies mentioned. As a part of the study, a framework 

was established to determine the optimal network architecture in terms of a combination 

of small cells and macro cells. The results obtained are based on the traffic demand data 

measured from the urban area of Wellington, NZ. Additionally, the paper investigates 

the impact of future traffic growth and provides a 5-year forecast of the network energy 

consumption. The numerical results confirm that a considerable reduction in power was 

achieved from deploying small cells. Furthermore, the study suggests that improving the 

power consumption in idle mode of small cells, is one key area that can make a 

significant reduction in the total power. The authors in [11] and [13] employed 

methodologies to evaluate the impact of different backhaul architectures on the overall 

mobile network power consumption. In particular, the authors in [11] assessed the 

power consumption of backhaul networks based on fiber (with point-to-point topology) 

and microwave (with point-to-point, ring and star topology), and showed that backhaul 

networks are responsible for a significant part of the overall power consumption in the 

case of HetNet deployments. To conclude, the backhaul network should be carefully 

included in any deployment strategy with the aim of minimizing the total mobile 

network power consumption. With this in mind, paper [20] investigates the relationship 
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between energy efficiency and densification with regard to the network capacity 

requirements. The authors propose a framework that takes account of interference, noise 

and backhaul power consumption. The numerical results show that deploying smaller 

cells significantly reduces the transmitted power at the base station, and thus shifts the 

key elements of energy consumption to idle and backhauling power. Additionally, paper 

[25] analyses the possibility of exploiting the load balancing between the base stations 

to improve the backhaul capacity utilization. Load balancing is performed through cell 

selection algorithms that take into account both the radio interface and backhaul 

conditions. The obtained results show that the proposed algorithm can achieve a higher 

rate of backhaul resource utilization than the traditional cell selection schemes while 

providing the same radio interface performance. Finally, in [13] the impact of backhaul 

energy consumption on future green HetNets was investigated at different user-

equipment traffic levels and with different backhaul technologies. The results confirm 

that the backhaul plays a significant role in the total HetNet power consumption, and 

more importantly, that its role becomes more prominent when there is an increase in 

traffic generated by the user-equipment. 

While the papers mainly mentioned above, tended to only focus on power 

consumption, more recently there have been studies aimed at assessing and minimizing 

the TCO of the backhaul networks in HetNet deployments [4][5][26][4][27][28][29]. In 

[26] a techno-economic model was proposed to compute the TCO of radio networks, 

i.e., macro and femto base stations, and backhaul. The results show that it is possible to 

reach up to 70% cost savings when using indoor small cell deployments instead of 

traditional macro deployments in urban areas. The works in [4][27] studied various 

wireless architectures (both homogenous and heterogeneous) and assessed the impact of 

backhaul on the entire TCO. The results suggest that the backhaul solution represents a 

considerable portion of the TCO in the femtocell deployment scenarios, when compared 

with the case of macrocell deployment. In [28], the authors evaluated microwave 

backhaul in terms of cost-efficiency for rapid outdoor deployment. The results showed 

that point-to-point microwave is the most cost-efficient technology for providing high 

backhaul capacity in short deployment times. The authors in [29] and [5] assessed the 

Capital Expenditure (CAPEX) and Operational Expenditure (OPEX) of several 4G 

Greenfield deployment scenarios. In particular, paper [29] assessed the economic 

impact of fiber and microwave backhaul solutions for low and high traffic demands, 

while paper [5] set out a comprehensive cost evaluation model to compute the TCO of 
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mobile backhaul networks, including a detailed breakdown of CAPEX and OPEX.  

To the best of our knowledge, only Greenfield backhaul deployment scenarios 

have been considered in the literature. Greenfield scenarios do not take into account the 

existing legacy infrastructure in the field. Currently, most households are still connected 

through copper cables, e.g., using Digital Subscriber Line (DSL) technology. DSL is the 

most popular last-mile fixed broadband technology and about 3/4 of the FTTX (Fiber-

to-the-X = node/cabinet/building) solutions rely on DSL to connect to the end-users 

[30][31]. Legacy DSL solutions can be used when combined with other technologies for 

backhauling small cells, especially those situated indoors. This solution is referred as 

Brownfield. In the first part of this thesis, there is an examination of both Greenfield 

and Brownfield scenarios with the aim of providing a TCO assessment methodology 

that can help mobile operators to plan and deploy their backhaul infrastructures for 

HetNet, particularly with regard to the traffic levels and expected costs of current and 

future users. 

1.2.2 Main Research Studies and Projects on Protection 
Schemes for Passive Optical Networks 

 
Among the traffic and transport technologies, fiber is the best suited to meeting 

future traffic demands. Additionally, Passive Optical Networks (PON) is the most 

viable solution for deployment in the last mile segment owing to its potential very high 

capacity and long reach [32][33]. PON technologies are able to meet and handle the 

high traffic demands expected today and in the near future [34]. As a result of this 

increase in traffic requirements, the operators will be dealing with new customers, (e.g., 

business/commercial), and this will be even more demanding and costly in terms of 

penalties. The new customer profile has driven operators to invest in reliable solutions, 

e.g., protection topologies for Feeder Fiber (FF) and Distribution Fiber (DF), which will 

strictly comply with the Service Level Agreement (SLA), as a means of reducing 

failures and undesired losses in revenue [6][35][36]. 

Protection schemes for transport networks are an important means of avoiding 

service failures and improving PON reliability and survivability. The following 

protection schemes are specified in [37][32][38]: (i) feeder fiber protection -  this 

scheme protects the feeder fiber by means of a spare fiber that is situated between the 
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Optical Line Terminal (OLT) and the passive optical  splitter/combiner  at  the  remote  

node,  and  is thus attached  to  the  feeder  fiber  via optical switches; (ii) OLT and 

feeder fiber protection - in this scheme, an additional OLT is used to provide both OLT 

and feeder fiber protection; (iii) full duplication - this approach protects all the Optical 

Network Units (ONUs) as well as OLT and both the feeder and distribution fibers.  

In the literature, the paper [39] proposed a 1:1 protection scheme designed to 

ensure there was a backup path between the distribution fibers of a Wavelength 

Division Multiplexing (WDM) PON. In this architecture, ONUs are equipped with 

optical switches and filters. Additionally, a bidirectional connection between each pair 

of ONUs is provided by using additional optical fiber links. In [40], the survivability of  

a  WDM  PON  was  investigated  and  a  new  survivable  architecture  was  proposed  

and then  experimentally examined.  In  the  proposed  optical  1:1  protected  WDM  

PON,  automatic  protection  switching  with  in-service  fault  location  was  performed  

by  the  ONUs.  A  1:W shared  protection  scheme  (using W working  and 1 protecting  

resources)  was  put forward  and  investigated. The proposed architecture provides self-

protection and automatic traffic restoration capability for the distribution of cut fiber.  

Although the above mentioned protection techniques provide protection for OLT and/or 

ONUs as well as feeder and/or distribution fibers, using full optical protection methods 

is cost-prohibitive for cost-sensitive access networks. In this context, paper [41] carries 

out a comprehensive assessment of CAPEX and OPEX to evaluate a cost-efficient 

protection for Time Division Multiplexing (TDM) PONs based on sharing FF ducts 

between OLT and Remote Node (RN) with backup fibers. The results confirm the 

benefits of the proposed method of providing protection, which leads to a significantly 

greater reduction of TCO, i.e., CAPEX and OPEX, than the unprotected case in all of 

the examined scenarios (rural, urban, and densely-populated urban). Paper [42] 

conducts a comprehensive cost analysis for fiber access networks including both 

CAPEX and OPEX. The results show that for business users the TCO in protection 

topologies may be lower than in some unprotected topologies.  

Paper [43] examines some new protection schemes based on WDM Next 

Generation Optical Access (NGOA) networks. Additionally, a cost comparison is made 

between two different NGOAs within a densely-populated urban scenario. The results 

show the importance of offering protection to the feeder fiber level so as to significantly 

reduce the TCO per ONU when penalties are applied. An additional result of this paper 

is the influence of the fiber layout (in particular the FF layout owing to its high failure 
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rate) on the penalty cost: it should be noted that the fewer streets containing FF (i.e., the 

more concentrated the FF layout), the lower the penalty costs. Moreover, it was found 

that with regard to the proposed fiber layout, the increase in investment for offering 

protection is a low percentage of the TCO. 

In contrast, papers [41], [42] and [43] based their analysis on static models and 

did not take account of dependencies between failures, i.e., the static models were not 

able to reflect the dynamism of the network because of the strong failure mode 

assumptions and the repairs that were necessary to allow them to be characterized. 

Paper [6] assessed OPEX for PONs in terms of both expected repair costs and 

expected penalty costs using the Markov model with costs, which is based on a 

geometric model that describes the area of study. The results show that the expected 

penalty cost accounts for the main part of these OPEX, and sharply increases in sparse 

scenarios and when business clients are involved. However, in [44] the authors 

evaluated the CAPEX in different PON protection schemes by taking account of the 

design of the physical layout. The results show that protection at the feeder levels is 

almost mandatory to reduce the risk of large failures, while protection at the distribution 

level has little effect on them. In [36], the authors conducted a detailed cost analysis of 

PONs, that included CAPEX and the dependability-related OPEX. With regard to the 

failure-related OPEX, the cost of the repairs and penalty were taken into account. The 

results suggested that the most cost-efficient protection scheme for PONs should protect 

the feeder fibers as well as the OLT components. 

Despite the fact that these papers mainly focused on protection schemes that 

only used optical fiber, there are studies that aim at providing full protection by means 

of hybrid fiber-wireless topologies in [45][46]. The authors in [47] and [46] proposed 

protection schemes for the hybrid Wireless-Optical Broadband-Access Network 

(WOBAN) which involved routing the signals through backup ONUs and wireless 

routers. The numerical results from [47] show that the proposed protection scheme is 

much more cost-effective than employing self-protecting PON architectures. 

The results from paper [46] show that the delay via the wireless routers can be 

even more than 5 ms when the traffic load is high. Furthermore, it can cause 

approximately 30% packet loss if a failure occurs at the OLT, which might be 

acceptable for residential users, but could be a serious problem for mobile backhauling, 

particularly future 5G mobile services. Since the author wished to reduce packet losses, 

paper [48] proposed a hybrid fiber and microwave protection scheme for PON-based 
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mobile backhauling. The novel architecture relies on a microwave connection which is 

used to protect the distribution and feeder levels. The results show that microwave 

backhaul can be used in protection schemes. Additionally, they demonstrate that fiber 

and microwave protection can provide better levels of reliability and availability than 

protections schemes that are entirely based on fiber. However, the study did not take 

into account how the usage of hybrid protection topologies affects the TCO. In the 

second part of this thesis, a Greenfield deployment with different protection schemes for 

PONs is set out with the objective of providing a TCO assessment that can help 

operators to plan and deploy their infrastructure for fixed broadband. 

  

1.3   PROPOSALS 

 
Given the challenges that transport network operators are facing to guarantee the 

level of data traffic that will be required by new applications and services in the future, 

and the attempts to address this problem found in the literature review discussed above, 

it is clear that the choice of a cost-efficient radio architecture is an important matter. In 

view of this, the hypotheses put forward in this thesis will be examined in the following 

subsections. 

1.3.1 Assessment of backhaul deployment based on 
Greenfield and Brownfield scenarios 

Operators are currently making huge investments in new backhaul 

infrastructures. However, the high initial cost of deploying fiber-based transport 

backhaul directly affects profits which are low in the short-term. The hypothesis raised 

in this study is that copper-based technologies can still be regarded as a suitable 

alternative to backhaul the traffic respecting overall costs and energy consumption. In 

order to validate the first hypothesis, this thesis employs an assessment methodology 

which involves the implementation of a total cost of ownership for mobile backhaul that 

assumes different backhaul architectures such as Greenfield and Brownfield scenarios. 
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1.3.2 Assessment of protection schemes for Passive optical 
networks 

When a protection scheme is planned for PON the concerns are associated with 

the high CAPEX and OPEX. The second hypothesis is based on the assumption that a 

wireless mobile broadband infrastructure can provide reliable protection for unprotected 

optical fiber at a low investment cost, i.e., the operator either leases the capacity (Giga 

Byte) or owns the mobile transport infrastructure. This hypothesis can be validated by 

employing an assessment methodology for a total cost of ownership that follows three 

stages, i.e., Network Dimensioning, Failure-Associated Costs, and an assessment of the 

Total Cost of Ownership. Afterwards, different protection architectures for PON are 

included in the methodology to determine the most cost-efficient option. 
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CHAPTER II 
 

MEDIUM ACCESS TECHNOLOGIES 
 

2.1 INTRODUCTION 

 
The objective of this chapter is to provide a description of the types of base 

station used in a HetNet deployment and also to outline the technological options 

available for transporting the fixed broadband and backhaul segments, (see Figure 2.1). 

To start with, there is a description of the various types of base station (i.e., macro, 

micro, pico, and femto) that usually form a part of a HetNet deployment. After this, the 

most popular access medium is described: Fiber, Microwave and Copper. 

2.2 BASE STATIONS 

 
Macro base stations (deployed outdoors, at over-rooftop level) are capable of 

covering a vast area and supporting a very large number of users. Capital Expenditure 

(CAPEX) and Operational Expenditure (OPEX) are high due to their price, their site 

acquisition/rental costs, and their energy consumption levels. Macro base stations can 

provide 2G, 3G and 4G services. Legacy 2G (i.e., GSM, CDMA-IS95) sites are usually 

backhauled and use copper, while 3G (i.e., UMTS, CDMA-2000) and newly deployed 

4G (i.e., LTE, WIMAX) base station sites use fiber and/or microwave for backhaul.  

Micro base stations are also deployed outdoors, but at below-rooftop levels (e.g., 

lamp posts, or outside walls) to cover a specific area (e.g., to provide high traffic 

capacity in crowded streets and built-up areas). Their size, cost and effective radiated 

power levels are lower than those of macro base stations. They are usually backhauled 

via microwave [16][28].  

Pico base stations have lower coverage than macro and micro and hence need a 

lower transmission power.  They are often deployed to remedy the coverage/capacity 

holes in a given area, i.e., they work as hot-spots to guarantee connectivity for special 

events, such as concerts and parades, where several people are concentrated in the same 

area. When deployed indoors, pico base stations are usually backhauled through an 

existing broadband infrastructure that provides enough capacity (i.e., Fiber-to-the-
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Home/Curb combined with Ethernet), while pico base stations deployed outdoors are 

mostly backhauled via microwave. 

 
Figure 2.1: Possible HetNets deployment with relative backhaul in densely populated 

urban areas. 

Table 2.1 - Base station types and characteristics. 

Type Coverage Radiated Power [W] 
Outdoors Indoors 

Macro < 35Km 5-40 - 
Micro < 2Km 0.5-2 - 
Pico < 200m 0.25-2 0.1 

Femto 10-15m - < 0.1 
 

Femto base stations are the cheapest and most energy-efficient equipment. 

However, they have the worst performance and coverage. Unlike the other base station 

types, Femto is not an industrial grade system, but it is made for end-user connection 

and improving indoor traffic capacity. Their role is similar to pico base stations, i.e., to 

provide extra capacity where needed, but their power consumption is lower due to their 

proximity to the user and their short coverage range (i.e., limited to a few tens of 

meters). They are usually backhauled by a fixed broadband infrastructure, which means 

mainly legacy copper and fiber, i.e. Digital Subscriber Line (DSL), Ethernet, Fiber-to-

the-Building and Fiber-to-the-Home. Additionally, Table 2.1 summarizes the main 

characteristics of the different base stations. 

2.3 FIBER 

 
Fiber technology is able to provide virtually unlimited capacity to end-users and 

to offer long-term support with respect to the demand for capacity growth [49], but fiber 
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comes today at a relatively high deployment cost, i.e., CAPEX. However, a high 

investment in cost and time to deploy, backhaul based on fiber can support any 

unexpected increase in future capacity requirements, especially in dense urban areas. 

Regardless of the fact that fiber is an alternative, the time to either deploy or upgrade 

this technology can be too long, while the backhaul traffic is already a serious problem. 

For this reason, alternative kinds of backhaul technology, i.e. microwave and copper, 

also play key roles. 

Optical access networks comprise three areas: Central Office (CO), local 

exchange, and end-user premises. The CO stores the Optical Line Terminals (OLT), 

which aggregate the network traffic and send it through its uplink to the Wide Area 

Network (WAN). Splitters, Arrayed Wavelength Grating (AWG) or Optical Network 

Units (ONU) are usually connected to the OLT downlink ports. Figure 2.2 illustrates the 

possible alternatives. Figure 2.2 (a) depicts an architecture where OLT is connected to 

splitters or AWG. The connection between them is called feeder fiber and the part from 

the splitter to the ONU is called Distribution Fiber (DF). This architecture, which 

consists of the FF and DF, is called Passive Optical Network (PON). PON is the most 

common architecture in use that provides high capacity through full end-to-end fiber 

connection from the CO to the end-user’s home. In this architecture an OLT is 

connected to a splitter, which serves a number of ONU. The splitter is usually deployed 

to replace DSLAMs during the migration process from Fiber-To-The-Node (FTTN) 

towards Fiber-To-The-Home (FTTH). Currently, there are several types of PONs, 

depending on the data multiplexing scheme in use. In this investigation, the Time 

Division Multiplexing (TDM) PON is adopted and operates where traffic from/to 

multiple ONUs are TDM multiplexed onto the upstream/downstream wavelength. 

However, this is only a general scheme and if it is decided to deploy a WDM PON 

architecture, it is only necessary to replace the splitter with AWG [40][50]. Figure 2.2 

(b) describes the infrastructure without splitters, which is known as Point-To-Point 

(PTP) architecture. In the PTP architecture, there is has a direct link from the OLT to 

the ONU. 
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the short time and low CAPEX for deploying. 
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MICROWAVE 

Microwave is the most widespread backhaul technology in urban and rural 

. The main reason for the success of microwave can be attributed to

CAPEX for deploying. Moreover, microwave-based backhaul is 

attractive in terms of short time-to-market, low investment in infrastructure and simple 

. On the other hand, this backhaul technology compels

pay for a very high OPEX due to high costs of energy and spectrum leasing. Microwave 

backhauling can be divided into two main categories: Microwave PTP

(PMP), each of which incurs a different energy and spectrum 
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The Microwave Point

one Access Point (AP) in the hub 

thus reducing the number of required dedicated links. This provides 

and OPEX savings in terms of radio equipment and 

respectively. 

 

Microwave Point-To-Point (PTP), depicted in Figure 2.3

requires a dedicated link (in the 2-30 GHz range) to connect each Radio Access 

Network (RAN) site to a hub node that is sequentially connected to the 

metro/aggregation segment. If the RAN site is too far from the hub, or 

S) connectivity, the backhaul may include multiple hops 

oint-to-point microwave backhaul communication.

Microwave Point-to-Multipoint (PMP) links, depicted in Figure 2.4

oint (AP) in the hub be connected simultaneously to multiple RAN sites 

ber of required dedicated links. This provides obvious CAPEX 

and OPEX savings in terms of radio equipment and fewer dedicated microwave 
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2.5  COPPER 

 
Digital Subscriber Line

existing copper infrastructure, bearing in mind their 

infrastructure makes use of fiber transmission 

Digital Subscriber Line Access Multiplexers (DSLAM) are stored 

to establish Internet connection over twisted

illustrated in Fig. 2.5, which can be referred 

 Copper is the legacy technology

decades to provide fixed broadband connectivity (i.e., 

Line 2 (ADSL2+) standard 

[56], Very-High-Bit-Rate Digital Subscriber Line 2

[57], etc.). Copper has also 

mobile services (i.e., 2G and 3G). 

 
-to-multipoint microwave backhaul communication.

Digital Subscriber Lines (DSLs) might be still appealing in the presence of an 

existing copper infrastructure, bearing in mind their limited capacity 

infrastructure makes use of fiber transmission links from the CO to the local exchange. 

Digital Subscriber Line Access Multiplexers (DSLAM) are stored in the local exchange 

Internet connection over twisted-pair copper cables with 

, which can be referred to as hybrid fiber-copper [55]

Copper is the legacy technology that has been most widely

decades to provide fixed broadband connectivity (i.e., Asymmetric Digital 

) standard International Telecommunication Union (ITU

Rate Digital Subscriber Line 2 (VDSL2) standard 

also been used to backhaul traffic in the early generations of 

mobile services (i.e., 2G and 3G).  
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Figure 2.5: Copper-based backhaul communication. 

It is known that copper is the most widespread broadband technology

approximately 1.3 billion copper phone lines all over the world

an attractive option for a number of backhauling indoor scenarios

especially in the short term, while more capacity efficient backhaul solutions (i.e., based 

on fiber or microwave) are being deployed to both enhance the existing copper

backhaul and to cater for longer term traffic requirements. For example

Cabinet (FTTC) or Fiber-To-The-Building (FTTB) scenario, mobile operators may 

making use of an already deployed copper-based 

backhaul small base stations (i.e., Pico and Femto) traffic, 

aggregated bandwidth is not huge. On the other hand, this technology

is its inability to provide a high capacity over long distances

Among the copper-based transport technologies, the ADSL2+ can provide 

Mbps for users [59][56]. Additionally, the ADSL2+ operates in 

kHz to 137.825 kHz, and is used for upstream communication, 

kHz is used for downstream communication. Another technology

VDSL2, which is a DSL variant that provides hundred Mbps to users 

the performance of existing applications in Internet access, video
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VDSL2, which is a DSL variant that provides hundred Mbps to users and 

the performance of existing applications in Internet access, video-conferencing 
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and provision of digital video [59]. VDSL2 is an extension of the existing ADSL 

technology, and generally operates within the frequency band of 25 kHz up to 30 MHz; 

however, the higher bit rates provision can only be carried out over shorter distances 

[57], in fact, it only has the capacity to perform with a good speed of up to 300 meters. 

Finally, G.fast access to subscriber terminals (G.fast) is a new standard from ITU-T that 

is aimed at providing up to 1 Gbps over short links, i.e., up to 100 meters (as illustrated 

in Figure 2.6), using a frequency range of up to 212MHz [60][61]. In other words, new 

G.fast technology is able to provide fiber-like speeds over the last mile and this reduce 

capital expenditure. Additionally, G.fast allows network operators to offer a high speed 

service with no need to enter and rewire homes, offices and buildings. 

 
Figure 2.6: Beyond VDSL2: G.fast delivers fiber speeds over short copper loops [65]. 

 

The high capacity of G.fast cannot be maintained over long distances, so the best 

approach is to use a combination of two technologies, i.e., G.fast and VDSL2 vectoring 

when G.fast is out of range. G.fast is ideal for applications that bring fiber closer to the 

home and uses very short copper loops to cover the last few meters, e.g., distributed 

transport and antenna systems [62][63][64], while VDSL2 vectoring remains the best 

technology for longer distances, i.e., up to 400 meters [65]. 

G.fast must be deployed in conjunction with fiber rollouts, but it is possible to 

leverage its existing assets. FTTH operators can use the PON to backhaul G.fast-

enabled ONUs and traditional FTTx operators can use G.fast to increase bit rates 

without having to extend the fiber all the way to the home. 
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2.6 CONCLUSION 

 
This chapter introduced the main types of base stations and the different access 

medium technologies that can be used to transport traffic from base stations and the 

fixed-user. The main features of the base stations were described, e.g., coverage and 

capacity, and from the transport access medium, e.g., the maximum reachable capacity 

and main topologies.  
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CHAPTER III 
 

ASSESSMENT OF THE TOTAL COST OF OWNERSHIP 
FOR MOBILE BACKHAUL  

3.1   INTRODUCTION 

 
This chapter introduces a methodology for assessing the Total Cost of 

Ownership for mobile backhaul, which is divided into five phases. Figure 3.1 

summarizes the phases. The proposed methodology is used to determine the most 

suitable backhaul and relies on two key factors: Greenfield, i.e., deployment of a new 

transport network infrastructure to serve mobile clients in a certain area, or Brownfield, 

i.e., legacy backhaul usage to transport network infrastructure up to its full capacity and 

also serve mobile end-users. In the Brownfield, the migration to a new transport 

network technology, e.g., fiber and microwave, is carried out by reusing the previous 

infrastructure, e.g., ducts and trench.  

The demand estimation of traffic is used to compute the expected traffic 

requirements in the area for a given year. It uses as inputs, the expected data for network 

and service usage, such as population density, number of active mobile subscribers, user 

profile (e.g., heavy or ordinary), number of mobile operators in the area, variation in 

daily traffic volume and penetration rate of mobile terminals (e.g., tablets, smartphones 

and laptops). Following this, with the aid of a long-term traffic model, it estimates the 

average user demand and the traffic demand in an average area.  

The wireless deployment phase is used to determine the number of base stations 

in the area. In this case, the number of buildings and apartments in the area are taken as 

input, together with the type and capacity of macro and small base stations, and the 

penetration rate of the small base station. Accordingly, it is possible to obtain the 

number of macro and small base stations required to cover the area and satisfy the 

average traffic requirements in a given year. 

In the backhaul deployment and migration phases, the amount of backhaul 

equipment required to serve the macro and small base stations in the area is determined. 

During this deployment, the inputs are the peak capacity of macro and small base 

stations, the backhaul architecture and the transmission and switching capacity of the 

backhaul equipment. On the other hand, in the backhaul migration, the already existing 
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infrastructure can also be taken as input. The output of this phase is to calculate the 

number of devices (e.g., microwave antennas, fiber cables, and modems) that need to be 

installed. 

Finally, in the last phase, i.e., the evaluation of the total cost of ownership, the 

overall TCO is calculated in accordance with the models examined in Section 3.5. The 

inputs of this phase are the backhaul design (e.g., deployment or migration), cost of 

equipment and available services (e.g., energy consumption, fiber trenching and 

spectrum leasing). The CAPEX and OPEX of the backhaul architectures are calculated 

on the basis of the inputs and a tailor-made TCO model. 

It is should be noted that the methodology employed was validated during the 

research project called GreenHaul [22], which was a cooperative venture between 

wireless@KTH, TeliaSonera and Transmode. 

In the following sections, there is a description of the math models adopted 

during the assessment methodology. First, there is a detailed account of the traffic 

estimation model; then, the proposed wireless and backhaul architectures; and finally, 

the TCO model. 

 
Figure 3.1: Assessment methodology. 
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3.2 TRAFFIC DEMAND 

 
When predicting the traffic demand, i.e., traffic forecast for the next T years, the 

first stage is to define the type of scenario among urban, suburban and rural sectors. In 

this case, a model is designed for the urban scenario. The main inputs are: area (in cdJ), population, number of mobile subscribers, user types, (i.e., defined as heavy or 

ordinary), and the penetration rate of the different devices, e.g., tablets, smartphones and 

laptops. The following outputs can be obtained from this: population density, user 

demand, and traffic demand.  

 

a) A Long-Term Large-Scale Traffic Model 

This study involves, a densely-populated urban scenario and a referenced traffic 

model, (as shown in [66]), to estimate the area traffic demand. Since data volumes per 

subscriber do not depend on a specific deployment scenario, the daily-generated traffic B(�) over a given area can be defined by Eq. (3.1): 

 B(�) = ��(�)4�� f L:: V:,       [0�iV/cdJ] (3.1) 

where � represents the population density in the area. �(�) represents the average daily 

traffic variation in terms of percentage of active users for a given time t. The term k 

indicates the terminal type (i.e., laptop, tablet or smartphone). 4�� represents the 

number of mobile operators in the area. Finally, L: and V: represent the average data 

rate and the fraction of the subscribers using terminal type k, respectively. The daily 

peak traffic is used to represent the broadband request. 

As in [66], three different terminal types are included: Personal Computer (PC), 

tablet and smartphone. On average, it is assumed that a PC user will generate two and 

eight times more data traffic than a tablet and a smartphone user, respectively [66]. The 

users are divided into two groups (i.e., heavy and ordinary users) where the capacity 

requirements of an ordinary user are 1/8 of those of a heavy user [66]. Based on the 

assumption that h% of the subscribers are classified as heavy users, the average daily 

rate of demand for data for terminal k can be defined as Eq.(3.2). 

 

 L: = kℎL:���5� + (100 − ℎ)L:��!�����p45000          [0�iV] (3.2) 
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where L:���5�[MB/hour] and L:��!�����[MB/hour] represent the hourly average data rate 

of a heavy and an ordinary user, respectively. 

Using Eq. (3.1) in combination with the forecasted values of h, the fraction of 

the subscribers using the three terminal types (i.e., V��, V��
���, V1.�����), and the 

average data rate requirements for a heavy user L:���5� [1][66], it is possible to calculate 

the peak area traffic demand at the busy hour as t[Mbps/ km2] = d�u�(B(�)), which 

corresponds to the case of �(�) =  ���X [66]. 

3.3 WIRELESS DEPLOYMENT 

 
On the basis of the traffic demand, it is possible to determine the most suitable 

wireless deployment for indoor and outdoor environments. Here, an attempt is made to 

define which type of base station is more suitable for each scenario and the required 

traffic demand. There are alternative base stations (i.e., macro, micro, pico and femto) 

that are usually a part of the HetNet deployment. In this thesis, a deployment scenario is 

designed with outdoor macro and indoor femto base stations. 

3.3.1 Macro + Femto Deployment 

In the case of wireless network dimensioning, it is assumed that the mobile 

operator deploys the macro base stations on the rooftops. In contrast, the femto base 

stations are randomly deployed by the end-users in their apartments. The number of 

deployed femto base stations (4-����) is given as a function of the femto penetration 

rate (�) and the total number of apartments (4��) in the area: 4-���� =  4���. It is 

assumed that the apartments are uniformly distributed in 4
 buildings. Since the macro-

cellular network must serve the remaining active users (i.e., those which are not served 

by the femto base stations), the required number of macro base stations can be 

computed by Eq. (3.3): 

 4����� =   � Α (1 − �) ���X4����5�/�����  (3.3) 

 

where A is given in [cdJ] and represents the area under consideration Additionally,  4����5�/����� denotes the number of active users that can be served by a macro base 

station and is given by Eq.(3.4): 



 

 

 

where ������ and  L̅ represent the 

station and the average data rate requirement per active user

3.4 BACKHAUL DEPLOYMENT
 

In this Section, there

dimensioning along with its

3.4.1 Architecture 1: Microwave Backhaul

 
The first backhaul architecture is shown in Fig. 3.2

star topology [11]. Among different Microwave

Microwave (MW) based on Point

efficiency and cost savings 

to setup, the MW technology became t

provides high capacity in the order of Gbps for macro, micro and 

Figure 3.2:  

The outdoor macro base stations 

4����5�/����� =   ������L̅  

represent the maximum transmission capacity of 

and the average data rate requirement per active user, respectively

BACKHAUL DEPLOYMENT AND MIGRATION

there is a detailed account of the backhaul architecture

its power consumption models, which will later be evaluated

Architecture 1: Microwave Backhaul 

The first backhaul architecture is shown in Fig. 3.2, and is based on microwave 

Among different Microwave-based backhaul architectures, 

(MW) based on Point-To-Point (PTP) highlights in terms of energy 

efficiency and cost savings [29]. Moreover, due to the low time to deploy

to setup, the MW technology became the main outdoor backhaul architecture 

n the order of Gbps for macro, micro and Picocells

 Microwave to femto and macro base stations.

The outdoor macro base stations backhauled by MW are equipped with 
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maximum transmission capacity of a macro base 

, respectively. 

AND MIGRATION 

backhaul architecture 

later be evaluated.   

and is based on microwave 

based backhaul architectures, 

) highlights in terms of energy 

deploy and low effort 

he main outdoor backhaul architecture that 

icocells [28]. 

 

tations. 

are equipped with 
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microwave antennas, which are directly connected to a hub using a dedicated 

microwave link. At the same time, the femto base stations inside a building are 

connected to a Gigabit Ethernet Switch (GES) using copper cables (e.g., CAT 5/6/7). 

The GES aggregates the traffic from the femto base stations inside a building and 

provides connectivity to a microwave antenna placed on the rooftop. The antenna is in 

turn connected to a hub using a dedicated microwave link. The microwave links can 

operate, for instance, in a range of between 5 and 80 GHz, which is most suited to dense 

urban areas [3]. The hubs are equipped with switches that are responsible for 

aggregating the traffic from the microwave antennas and connecting them to the Metro 

Network (MN). The transmission within the MN occurs though optical point-to-point 

links and Small Form-Factor Pluggable Plus (SFP+) transceivers which are used for 

transmitting and receiving the optical signal. The power consumption of the 

architecture, i.e., F
�����K, can be expressed as: 

 

 F
�����K = w4
- + 4�����xF��PO� + 4
-FC;( + 4��
F��"�O�+ 24���DF('+R + 41�DF1�D 
(3.5) 

 

where 4
-, 4�����, 4��
, 41�Dand 4���D
 are the number of buildings with femto base 

stations, macro base stations, hubs, total number of Fiber Switches (FSs)  inside the 

hubs and total number of uplink connections between FS and MN, respectively. On the 

other hand, F��PO�  and F��"�O� represent the power consumption of a microwave 

antenna in low and high capacity mode, respectively (according to the power model 

described in [11]). Finally, FC;(, F('+R, F1�D show the power consumption of a GES, 

SFP+ and fiber aggregation switch, respectively. It can be observed that 4��
 is a 

function of the maximum number of links supported by a hub (3��X�D���:), i.e., 4��
 = a%z{R%|}~�@�|}����\�� b. Finally, 4���D depends on the total aggregate traffic collected at the FSs, 

i.e., 
�����, and the maximum transmission rate per uplink interface (0�u/���1/9��:). 

4���D can be computed as follows:   4���D = d�u ��41�D; 7""�@����X��}��/�\����. 
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3.4.2 Architecture 2: Fiber-To-The-Node + Microwave 
Backhaul 

 
The Fiber-To-The-Node (FTTN) architecture provides the end-user with high 

capacity through existing copper pairs. Depending on the copper technology in use, it 

can theoretically achieve a maximum capacity of 1Gbps up to 100 meters, 100Mbps up 

to 300 meters or 24Mbps up to 1 kilometer using G.fast, VDSL2 or ADSL2+, 

respectively [65][67][68]. In FTTN, data is backhauled to the metro aggregation 

through a hybrid topology, where dedicated fiber is provided from a fiber switch located 

at the CO to a DSLAM in a local exchange, (usually a cabinet placed on the street 

corner, close to the end-users). Copper-based technologies are used from the DSLAM to 

the user-modem. 

The FTTN+Microwave, is shown in Fig. 3.3, and includes a hybrid architecture 

that employs both fiber and copper for indoor femto cells and microwave for outdoor 

macro base stations. Here, the femto base stations are backhauled by means of VDSL2 

links, which have a frequency range of up to 30 MHz and provide a maximum downlink 

capacity over copper cables of 100Mbps up to 300 meters. Each femto base station is 

connected to a VDSL2 modem that is in turn connected to a DSLAM using a high speed 

connection through copper. The DSLAM is located at a remote node usually placed 

inside a street cabinet close to the user’s premises. The DSLAMs are connected to a 

number of FSs using point-to-point optical links. Small Form-Factor Pluggable (SFP) 

transceivers are used for transmitting and receiving the optical signal from the DSLAM 

to the FS. In contrast, the macro base stations are connected to the FSs using microwave 

links (already described for Architecture 1). The FSs aggregate the traffic coming from 

the wireless network before sending it towards the MN via optical links and SFP+ 

modules. The power consumption of the second architecture, i.e., F
�����J, is obtained 

through the following formula: F
�����J = 4-����F��!�� + (F&(97� + 2F('+)4&(97�+ 41'F1' + 4�����F��PO� + 4��
F��"�O� + 41�DF1�D
+ 2F('+R(4��' +4���D) 

(3.6) 

 

where F��!��, F&(97�, F('+ and F1' are the power consumption values of a DSL 

modem, a DSLAM, a SFP and a FS. Moreover, 4-����, 4&(97�, 41' , 4��'  are the 



 

respective number of femto

connections to FS and MN. 

(3����1&(97�), i.e., 4&(97� = �
FS (3����1' ), i.e., 41' = �%������
d�u �41'; a 7""�@���X��}���\��b� and 

Figure 3.3: Fiber-to

3.4.3 Architecture 3: Fiber
Backhaul 

 
Fiber-To-The-Building (FTTB) Point

dedicated fiber link connection between 

to the metro aggregation, and the GES

the lack of local exchanges

building and about 100Mbps per GES downlink port, which are directly connected

small cells. The GES can be used to backhaul small

number of femtos, DSLAMs, FSs aggregating indoor traffi

FS and MN. 4&(97� is a function of the number of ports per DSLAM 

�%{�|�@��@���������. Similarly, 41'  is based on the number of ports of a 

�������@���� �. Finally, 4��'   and 4��
 can be computed as 

b� and 4��
 = a %|}~�@�|}����\��b respectively. 

to-the-node for the femto and microwave to the m

Architecture 3: Fiber-To-The-Building + Microwave 

uilding (FTTB) Point-To-Point (PTP) architecture provides 

dedicated fiber link connection between the fiber switch, located at the CO 

and the GES located inside the end-user building. 

of local exchanges, FTTB can guarantee realistic capacity

bps per GES downlink port, which are directly connected

S can be used to backhaul small-cell data traffic and 
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indoor traffic and uplink 

is a function of the number of ports per DSLAM 

is based on the number of ports of a 

can be computed as 4��' =

 

the femto and microwave to the macro. 

Building + Microwave 

) architecture provides 

fiber switch, located at the CO and attached 

user building. Owing to 

FTTB can guarantee realistic capacity of 1Gbps per 

bps per GES downlink port, which are directly connected to 

and provide fixed 
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broadband at the same time. This enables the power consumption of GES to be 

calculated in accordance with the number of ports that have small cells connected.  

The main drawback of the FTTB is the high deployment cost incurred by the 

initial investment in infrastructure which includes fitting each building with fiber 

technology and renovation of equipment. These items usually discourage operators to 

immediate migrate to this backhaul alternative. 

The third backhaul architecture, referred to as FTTB+Microwave, is shown in 

Fig. 3.4. As in the case of Architecture 1, the femto base stations inside a building are 

connected to a GES through copper cables. The GES is in turn connected to a FS with 

optical point-to-point links. The SFP transceivers are used at the GES and FS to 

transmit and receive an optical signal. The FSs are connected to the MN by means of 

optical links and SFP+ transceivers. Moreover, the macro base stations are backhauled 

through the same microwave infrastructure previously described. The power 

consumption of Architecture 3 can be computed by the following formula: 

  F
�����I = (FC;( + 2F('+)4
- + 41'F1' + 4�����F��PO�+ 4��
F��"�O� + 41�DF1�D + 2F('+R(4��' +4���D) 
(3.7) 

 

where 41'  is given by 41' = � %z{��@���� �. Additionally, 4��
  and 41�D are computed as in 

Architecture 2. 
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3.4.4 Architecture 4: Fiber
Backhaul 

 
Fiber-To-The-Home (FTTH)

Optical Networks (PONs) to provide

The fourth backhaul solution, referred to as Fiber

(FTTH)+Microwave, is shown in Fig. 3

stations are backhauled with the aid of

is directly connected to an ONU. The ONUs are then connected to 

passive optical splitters. The OLTs are connected to the MN using optical links and 

SFP+ transceivers. However

same microwave network 

power consumption of Architecture 4 can be defined F
�����H = 4-����F*%E+ 41�D
 

the-building for the femto and microwave to the 

Architecture 4: Fiber-To-The-Home + Microwave

Home (FTTH) is the architecture which depends on

to provide the fastest and most reliable backhaul 

The fourth backhaul solution, referred to as Fiber

(FTTH)+Microwave, is shown in Fig. 3.5. In this architecture, the indoor femto base 

with the aid of PON. Each femto base station inside a building 

connected to an ONU. The ONUs are then connected to 

passive optical splitters. The OLTs are connected to the MN using optical links and 

However, the macro base stations are backhauled by means of

same microwave network with star topology shown in the previous architect

rchitecture 4 can be defined by as the following + 4*9/F*9/ + 4�����F��PO� + 4��
F��"�O�F1�D + 2F('+R(4��' +4���D) 
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icrowave to the macro. 

Home + Microwave 

which depends on Passive 

reliable backhaul solution.  

The fourth backhaul solution, referred to as Fiber-To-The-Home 

the indoor femto base 

. Each femto base station inside a building 

connected to an ONU. The ONUs are then connected to OLTs through 

passive optical splitters. The OLTs are connected to the MN using optical links and 

by means of the 

in the previous architectures. The 

as the following Eq (3.8): 

�
(3.8) 



 

where F*%E and F*9/ represent the power consumption of an ONU and an OLT

respectively. The number of ONUs corresponds to the number of femto base stations 

(4-����). At the same time

is a function of the number of ports per splitter (

(3���!1*9/ ), i.e., 4*9/ = ��~}������
BSs is similar to Architecture 2.

Figure 3.5: Fiber-to

3.4.5 Architecture 5: Fiber

 
In terms of power consumption

FTTH backhaul, is the most energy

costs, including Greenfield

might not be financially viable for much of the time

The last proposed backhaul solution, referred to as 

backhaul, is shown in Fig. 3

macro base stations. Here, each femto and macro base station is equipped with an ONU 

represent the power consumption of an ONU and an OLT

respectively. The number of ONUs corresponds to the number of femto base stations 

At the same time, 4*9/ represents the number of OLTs in the network, which 

is a function of the number of ports per splitter (3����1(�������) and the number of OLT cards 

� %���
~}������ ��@������\�����. Finally, the MW dimensioning for o

rchitecture 2. 

to-the-home for the femto and microwave to the 

3.4.5 Architecture 5: Fiber-To-The-Home Backhaul

In terms of power consumption, the Backhaul Architecture 5, represented by 

is the most energy-efficient option. However, due to high footprint 

Greenfield deployment, (i.e., starting from scratch), this architecture 

not be financially viable for much of the time. 

osed backhaul solution, referred to as Fiber-To-The

backhaul, is shown in Fig. 3.6 and is based on PONs for backhauling both femto and 

macro base stations. Here, each femto and macro base station is equipped with an ONU 
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represent the power consumption of an ONU and an OLT, 

respectively. The number of ONUs corresponds to the number of femto base stations 

the number of OLTs in the network, which 

) and the number of OLT cards 

MW dimensioning for outdoor macro 

 

icrowave to the macro. 

Home Backhaul 

, represented by 

efficient option. However, due to high footprint 

, this architecture 

he-Home (FTTH) 

is based on PONs for backhauling both femto and 

macro base stations. Here, each femto and macro base station is equipped with an ONU 



 

connected to an OLT via a passive optical distribution network. The power consumption 

of this architecture can be defined as

 

 F
�����G = w4-����
 

where the total number of ONUs corresponds to the total number of base stations (i.e., 

femto and macro) in the area. Moreover, 

Figure 3.6: Fiber-

3.5 TOTAL COST OF 
 

In this phase, there is an evaluation of the TCO of the backhaul architectures, 

starting from the dimensioning and the power models 

The TCO is given by the sum of CAPEX and OPEX

The CAPEX is obtained as the sum of the costs for Infrastructure, Installation and 

Equipment. In this study, the Infrastructure cost

the cost of trenching one kilometer (km) of fiber times the number of km of 

required to serve the area). Furthermore, the Installation cost includes the costs 

by the installation and setup of the back

installation cost the total time to install the network equipment is comp

a passive optical distribution network. The power consumption 

of this architecture can be defined as Eq. (3.9): 

w -���� + 4�����xF*%E + 4*9/F*9/ + 24��' F('+R
the total number of ONUs corresponds to the total number of base stations (i.e., 

femto and macro) in the area. Moreover, 4*9/ is calculated as in Architecture 4.

-to-the-home for the femto and macro base stations

TOTAL COST OF OWNERSHIP 

there is an evaluation of the TCO of the backhaul architectures, 

starting from the dimensioning and the power models discussed in the previous section

The TCO is given by the sum of CAPEX and OPEX, which is illustrated in Fig. 

The CAPEX is obtained as the sum of the costs for Infrastructure, Installation and 

, the Infrastructure costs refer to the fiber trenching

trenching one kilometer (km) of fiber times the number of km of 

required to serve the area). Furthermore, the Installation cost includes the costs 

the installation and setup of the backhaul network equipment. When

the total time to install the network equipment is comp
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a passive optical distribution network. The power consumption 

R (3.9) 

the total number of ONUs corresponds to the total number of base stations (i.e., 

rchitecture 4. 

 

tations. 

there is an evaluation of the TCO of the backhaul architectures, 

previous section. 

illustrated in Fig. 3.7. 

The CAPEX is obtained as the sum of the costs for Infrastructure, Installation and 

refer to the fiber trenching costs (i.e.,  

trenching one kilometer (km) of fiber times the number of km of fiber 

required to serve the area). Furthermore, the Installation cost includes the costs incurred 

haul network equipment. When estimating the 

the total time to install the network equipment is computed and 
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multiplied by the equivalent of a technician’s salary, e.g., in US$/hour. Finally, the 

Equipment cost is the sum of the backhaul network equipment costs. OPEX contains the 

yearly expenses of the backhaul network operation. It is a sum obtained by adding up 

five key cost categories: Energy, Floor Space, Spectrum & Fiber Leasing, Maintenance 

and Fault Management. Energy costs refer to the total network energy consumption of 

the network and is expressed in kWh (they are estimated with the aid of the power 

consumption models from Section 3.4 and assuming that all the network equipment is 

active all the time) times the cost of energy (e.g., expressed in US$/kWh). The Floor 

space cost is calculated by multiplying the total area required to accommodate the 

backhaul equipment (e.g., expressed in square meters and including central offices, 

local exchanges, and antenna mounts) times the price to rent a space, e.g. in US$/m2. 

Spectrum & fiber leasing costs cover the expenses to lease microwave spectrum (e.g., 

expressed in US$/Link), and dark fibers (e.g., expressed in US$/km). Maintenance costs 

represent the expenditure of monitoring, repairing and testing network equipment in the 

central office, the local exchange and microwave hubs. It also includes the annual 

license fee costs for the software. Finally, Fault Management includes the sum of the 

repair costs for each failure that occurs in the backhaul network. More details about 

TCO models for backhaul are available below. 

 

 
Figure 3.7: Backhaul techno-economic model. 
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3.5.1 CAPEX: Equipment Costs 

 
The equipment cost (W��)�1�;< ) is given by: 
 W��)�1�;< = f 4�;<FL�;<�

��K  (3.10) 

where  4�;<  and  FL�;< are the sum of all the pieces of equipment and the price of each 
one, respectively. 

3.5.2 CAPEX: Infrastructure Costs 

 
The total infrastructure cost (W��)�1���-��) of a mobile backhaul segment 

corresponds to the investment needed to deploy the fiber infrastructure, either PTP or 

PON, as well as the cost of leasing fibers (when the fiber infrastructure has already been 

deployed by other providers and is available for leasing). Finally, W��)�1���-�� also includes 

the expenses needed to install the microwave hubs, i.e., masts and antennas, where it is 

needed: 

 W����1���-�� = W��S�-��)�1�+/+ + W��S�-��)�1�'' + W��S�-��)�1�&'
+ W��S�-��)�1�9��1�'�
�� + 4�D��
FL�D��
 

(3.11) 

where W��S�-��)�1�+/+ , W��S�-��)�1�'' , W��S�-��)�1�&' , W��S�-��)�1�9��1�'�
�� are the total infrastructure 

costs to deploy, assuming the operator is the backhaul owner in the first three variables, 

point to point, feeder fiber and distribution fiber, and the total infrastructure cost when 

the operator leases dark fiber. Additionally, 4�D��
, FL�D��
 are the number of 

microwave hubs and the price of each microwave hub, respectively. 

3.5.2.1 OWNING THE INFRASTRUCTURE 
 

Before they can own the backhaul infrastructure, the operators must deploy a 

topology in the network and end-user. In the case of the PTP infrastructure, the operator 

connects the OLT, located at MN, directly with the ONU, at the other edge.  

 

W��S�-��)�1�+/+ = W��'�
��/�����FL/�������" + .'�
��+/+ FL'�
�� (3.12) 



 

where W��'�
��/�����, FL/����
to connect all the infrastructure, the price to trench 

be installed and the price to feed fiber per 

The models were built 

symmetrical square area, as depicted 

buildings containing a uniform distributed

per floor (47�/-����). Thus the

between two buildings is indicated by 

the buildings, the longest distance horiz

distant buildings is given by 

is 3, and the square surface is defined as 

of the scenario. 

Figure 3.8: Schematic overview of the logical structure and parameters to obtain
trenching and installation distances.

  
In new deployments

of fiber cables runs along the side of the streets to 

This model is called street length model

buildings through fiber cables located 

 In this structure the trench length is defined grouping all buildings per 2 as 

indicated in Fig 3.9. A trench length of 

/�������", .'�
��+/+ , FL'�
�� are the total distance to be trenched

astructure, the price to trench per Km, the total length of fiber to 

nd the price to feed fiber per km, respectively. 

The models were built by assuming a uniform distributed customer base over a 

square area, as depicted in Fig 3.8. One site in the square contains 

a uniform distributed number of floors (4-����1) 

). Thus the square has 47�/-���� 4-����1 3J apartments. The distance 

between two buildings is indicated by ,. With regard to only the connection points of 

the buildings, the longest distance horizontally or vertically between the two most 

given by (3 − 1),. The longest distance (horizontally or vertically

and the square surface is defined as 3J,. The central office is located in the center 

Schematic overview of the logical structure and parameters to obtain
trenching and installation distances. 

deployments of residential and business areas the fully buried installation

runs along the side of the streets to the premises of the end

street length model and it follows one street and connects all 

buildings through fiber cables located in the middle of the street, (as shown

In this structure the trench length is defined grouping all buildings per 2 as 

A trench length of 3, is used to connect all the pairs 
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distance to be trenched 

length of fiber to 

assuming a uniform distributed customer base over a 

the square contains 3 

) and apartments 

apartments. The distance 

only the connection points of 

ontally or vertically between the two most 

horizontally or vertically) 

. The central office is located in the center 

 
Schematic overview of the logical structure and parameters to obtain the 

of residential and business areas the fully buried installation 

of the end-user [69]. 

follows one street and connects all the 

shown in Fig 3.9). 

In this structure the trench length is defined grouping all buildings per 2 as 

the pairs of buildings in 
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2 adjacent rows (one street). There are 
�J such adjacent rows and to connect these 

adjoining pairs of buildings into one fully connected street, a trench length of (3 − 1),, 
is needed and again in 

�J adjacent rows. Finally, the connection to the central office 

occurs in the divider street that has a length of (3 − 2),. The combination of all the 

elements for the W��'�
��/�����  is given by: 

W��'�
��/����� = 3J,2 + 3(3 − 1),2 + (3 − 2), 
= �3--J + 3--2 − 2� ,-- 

(3.13) 

where 3-- and ,-- are the number of fiber connections, i.e., the number of ONU to be 

installed, and the length of a street block; while for the installation fiber, the buildings 

are grouped in categories, i.e., a = 2, b = 2, c = 2, d = 2, e = 2, f = 2. The grouping is per 

pair of buildings and the distance between two consecutive horizontal streets is 2,. In 

the case of two categories, it is again grouped (a+b), (c+d), (e+f). For each of the new 

groups, the number of apartments is the same and the distance is twice the smallest + 1. 

Finally, all this information leads to the following  .'�
��+/+ : 

.'�
��+/+ = 4 47�/-���� 4-����1 ,-- f �2 d 3 � , 3--2 −  � ¡3--2 − 1¢ 4
�{{Q OK

��K+ 1� 

(3.14) 

where i is the number of connections. i goes up to 
�{{J − 1 because each connection 

reaches the middle of the street blocks, and is thus able to connect with both sides of the 

street. 



 

Figure 3.9: Logical structure for the fiber connections.

Unlike the PTP infrastructure, the PON has two 

distribution fiber. The feeder fiber connects the network from the 

the local exchange, while the 

The model for W��S�-��)�1�''
the number of splitters (31�������1

.'�
��'' = 4 ,-- f
����\�����Q

�− 1¢ 4
 

where W��S�-��)�1�&'  represents the distribution level of

the ONU, and is described as follows:

W��S�-��)�1�&' = W��/����&'

where W��/�����&'  and .&�1���
�����'�
��
splitters to the ONUs and the distance 

Figure 3.9: Logical structure for the fiber connections. 
 

the PTP infrastructure, the PON has two levels, called 

distribution fiber. The feeder fiber connects the network from the metro aggregation to 

the distribution fiber connects the local exchange to the ONU. 

S�-��)�1� is similar to Eq. (3.13), but the 3-- element is replaced by 

1�������1) and Eq. (3.14) is adapted to Eq. (3.15)

f �2 d 3 � , 31�������12 −  � ¡31�������12
���\�����Q OK

��K¢ + 1� 

represents the distribution level of the PON, i.e., from

described as follows: 

/�����&' FL/�������" + .&�1���
�����'�
��FL'�
�� 

&�1���
�����'�
�� are the distance to the trench paths from the 

the distance to distribute the fiber links to connect the 
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, called the feeder and 

metro aggregation to 

distribution fiber connects the local exchange to the ONU. 

element is replaced by 

to Eq. (3.15): 

(3.15) 

the PON, i.e., from the splitter to 

(3.16) 

trench paths from the 

o distribute the fiber links to connect the ONUs 
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with the splitters, respectively. W��/�����&'  is defined as follows: 

 

W��/�����&' = �3!-J + 3!-2 − 2� ,!-4(���� ���:1 (3.17) 

where 3!-, ,!-, 4(���� ���:1 represent the number of buildings connected to each local 

exchange, the distance between the buildings and the number of local exchanges, 

respectively. .'�
��&'  is defined by Eq. (3.18): 

.'�
��&' = 4 47�/-���� 4-����1 4(���� ���:1,!- f �2 min � , 3!-2
��{Q OK

��K−  � ¡3!-2 − 1¢ 4 + 1� 

(3.18) 

 

3.5.2.2 LEASING THE INFRASTRUCTURE 
 

PTP and PON are two alternative topologies for operators who wish to lease 

backhaul infrastructure. The general formula for leasing is given by: 

 

W��S�-��)�1�9��1�'�
�� = W��S�-��)�1�+/+9��1� + W��S�-��)�1�+*%9��1�  (3.19) 

where W��S�-��)�1�+/+9��1�  and W��S�-��)�1�+*%9��1�  denote the total cost for leasing PTP and PON 

infrastructure respectively. W��S�-��)�1�+/+9��1�  model is described as follows: 

 

W��S�-��)�1�+/+9��1� = .'�
��+/+ FL)�1����M�9��1�7�<��1����� (3.20) 

where FL)�1����M�9��1�7�<��1����� is the acquisition cost to secure a contract for the following 

years, e.g., next 15 or 20 years; and W��S�-��)�1�+*%9��1�  is described as Eq. (3.21):  

 

W��S�-��)�1�+*%9��1� = (.'�
��'' + .'�
��&' )FL)�1����M�9��1�7�<��1����� (3.21) 
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3.5.3 CAPEX: Installation Costs 

 
The Equipment cost (W��)�1�S�1����) is the sum of all the expenses related to 

installing the backhaul components in their specific locations: 

 W��)�1�S�1���� = W��S�1�)�1�'�
��;< + W��S�1�)�1��D;< + W��S�1�)�1�)�����;< (3.22) 

where W��S�1�)�1�'�
��;< , W��S�1�)�1��D;<  and W��S�1�)�1�)�����;< represent the total cost for installing 

fiber, microwave and copper equipment respectively. The fiber, microwave and copper 

equipment installation costs can be defined as: 

 W��S�1�)�1�'�
��;< = W��S�1�)�1��D;< = W��S�1�)�1�)�����;<
= fwW�S�1����+���4�+���x4�;<FL/���

�
��K  

(3.23) 

where W�S�1����+���, 4�+���, 4�;<  and FL/��� represent the total time needed to install 

equipment port, the number of ports to be installed, the total amount of equipment costs 

and the technician’s salary per hour. i represents the type of equipment, e.g., DSLAM, 

Switch. 

3.5.4 OPEX: Energy Costs 

 
The electricity bill is part of the OPEX. This cost (W��)�1�;���"�) is obtained by 

adding up the energy costs of all the active equipment in the various backhaul locations 

(i.e., CO, cabinets, microwave sites). 

 W��)�1�;���"� = f W���:D/��
��K FL�:D (3.24) 

where W���:D/� and FL�:D are the yearly kW consumed by equipment and the kW price 

respectively. i represents the type of equipment, e.g., Switch, DSLAM, modem. 

 

3.5.5 OPEX: Spectrum and fiber leasing 

 
The costs of spectrum and fiber leasing can be expressed by Equation (3.25): 
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W��)�1�9��1� =  f f 4�8�D���:FL�8�D9��:�
8�K

�
��K + W��9��1�)�1�+*%

+ W��9��1�)�1�+/+  

(3.25) 

where 4�D9��: and FL�D9��:  denote the number of microwave links used for the 

backhaul, e.g., links of 100 Mbps, 1 Gbps, and the microwave link price of type i during 

year j, respectively. Additionally, W��9��1�)�1�+*%  and W��9��1�)�1�+/+  are the total leasing 

cost of the PON infrastructure and of the PTP infrastructure, respectively. When leasing 

the fiber links, the operator is charged a yearly fee for the maintenance and repairs of 

the rented fibers in addition to the upfront expenses. Both costs are computed as 

follows:  

 W��9��1�)�1�+*% =  (.'�
��'' + .'�
��&' )FL���M�'�
��9��1� (3.26) 

 W��9��1�)�1�+/+ =  .'�
��+/+ FL���M�'�
��9��1� (3.27) 

where ¦§¨©§ª«¬­®©§¯©°±© is the cost of leasing one Km of fiber. 

3.5.6 OPEX: Maintenance Costs 

 
Regular routine maintenance is needed to keep a backhaul network active and 

running. This includes monitoring and testing the equipment, updating the software 

(including renewing licenses when needed), and renewing the support components such 

as batteries, etc. The total maintenance cost (W��)�1�� ) is expressed by Equation (3.27): 

 W��)�1�� = ��� + ���� + 02� + U2��� + 0�3  (3.27) 

where CoM , CabM and MWM  reflect the maintenance costs of central offices, cabinets 

and microwave links, respectively. The annual license fee for the software is 

represented by U2���. Finally, Mon is the annual expenditure of the salaries of the 

technicians, who are responsible for monitoring the network.  

The operators undertake several rounds of maintenance procedures for each 

central office depending on the number of users and services covered by each one. This 

expense can be expressed as follows:  
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 ��� = ∑ (4)���9���K 4�)�WYZℎ�1�� + 0)���1�4�)�) (3.28) 

   

where 4)��� , 4�)�and 0)���1� denote  the man-hours required for the maintenance of each 

central office per year, the number of central offices and the fixed cost to be paid for 

upgrading hardware, and replacing some materials (e.g., batteries). 

A similar expression can be derived for the maintenance of cabinets (Equation 

3.29), where the number of man-hours per cabinet (4)�
�� ) is lower than those required 

for the central offices. 

 ���� = f f (4)�
��%³~}z
��K + 2W��
\���5)9�

8�K WYZℎ�1��
+ 0)�
��1� f 48��
9�

8�K  

(3.29) 

   

where 48��
 represents the number of cabinets per year j and 0)�
��1� represents the cost 

to be paid for upgrading hardware, and replacing some materials (e.g., batteries).  

The microwave links also require regular monitoring, because the antennas 

might tilt and lose their line of sight. This part of the TCO can be expressed by Equation 

(3.30). 

 

 02� = f f w4�D����� + 2W�D���\���5 xWYZℎ81��%�́��\��
��K

9�
8�K  (3.30) 

   

where 4�D�����  and W�D���\���5  represent the annual number of man-hours required for the 

maintenance of each microwave antenna and the travelling time to the location of each 

antenna, respectively. 

Eq. (3.31) reflects the monitoring costs of the backhaul network. It is assumed 

that every 10 nodes, (such as central offices), can be monitored with one team of 

technicians. Therefore dividing the total number of nodes (4���!�) by 10, gives the 

number of required teams in time. WYZℎ���� and WYZℎ�1�� represent the number of 

technicians per team and the hourly salary of each in year i, respectively. The 

monitoring cost per year is then calculated by multiplying these parameters by the 

number of hours per year. 
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 0�3 =  f (24 × 365)WYZℎ���� ¸4���!�10 ¹ WYZℎ�1��9�
��K  (3.31) 

3.5.7 OPEX: Fault Management 

 
Fault management refers to the expenses incurred by the repairs of failures that 

might occur in a backhaul network. The total number of failures per year of each 

component type can be calculated by multiplying the Annualized Failure Rate (AFR) of 

each component with the amount of equipment for each type (4��<). 

 W��'���1� = f f ((0WWB� + 2W���5)4����%�º���>
��K

9�
8�K WYZℎ81��

+ »¼�8)�1�) 
½B� × 4��< +  ½0-�
�� +  FY3�,�¾ 

(3.32) 

   

where, 0WWB�, W���5, 4�����< , 4����, »¼�8)�1� represent the mean time to repair, travelling 

time to the location of the failure, the number of equipment types, the number of 

technicians required to repair a failure and the repair cost depends on the new 

component purchasing cost in a year j when needed, respectively. 

As the repair failure of the fiber infrastructure differs from the network 

components, Eq. (3.33) is used to calculate the failure/repair costs related to the fiber 

cut in the backhaul segment. 

 ½0-�
�� = f f .�%³~}z��
��K

9�
8�K× ]3
 -̂�
��wWW + 4�-�
��W1�x4����WYZℎ81��  

(3.33) 

where .� and ]3
 -̂�
�� denote the length of each cable section in kilometers and 

unavailability of fiber per kilometer, respectively. The latter parameter varies depending 

on the demographic data of the area. For example the probability of fiber cut in urban 

areas is higher than in rural areas since cables are buried at a lower depth in rural areas. 

When a fiber cut occurs, a certain time is needed to find the location of the failure and 

open up the ground to reach the cable; this time is referred to as troubleshooting time 

(TT). 4�-�
�� and W1� represent the number of fibers per cable in the failure location 

which need to be spliced and the time required for splicing per fiber  
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Finally, Eq. (3.34) defines the FY3�,�¾, which is the fine that operators have to 

pay to the customers when the interruption of service is longer than the threshold 

defined in the SLA (W��). In the case of mobile backhaul, the penalty is applied when 

the macro cells are out of service and leave lots of customers out of service. Thus,  

penalty cost for backhaul provider is imposed when the macrocell backhaul connectivity 

is lost due to a certain failure. 

 FY3�,�¾ = f f FS��1�/�(]3
^�8 × 365 × 24%³�}~?���
��K

9�
8�K− W��) 

(3.34) 

   

where 48���)���, ]3
^�8 and FS��1�/�
 represent the number of macro cells with high 

importance in a year j, the connection unavailability of the backhaul link to the macro 

cell i and the rate of penalty agreed in the SLA. 

3.5.8 OPEX: Floor Space 

 

The floor space cost (W����1�'�(�) is an annual rental fee paid by an operator to store 

its equipment, i.e., to place components in the racks with standard size. The number of 

racks inside a central office is computed by dividing the amount of equipment per 

central office (4�=>?@) by the amount of equipment per rack (4$��:;< ). The total floor space 

cost can be defined as follows: 

 W����1�'�(� = f ¿(
$��: ¿ 4�=>?@4$��:;< À)Pr$��:S�!/�9�
8�K

+ 
��
4���
Pr�*��/�Q + 
��
4���
Pr�*��/�QÀ 

(3.35) 

where Pr$��:S�!/� and Pr�*��/�Q
 are, respectively, the annual rental fee paid by an operator 

for indoor areas (e.g., CO) and outdoor locations where no storage is provided. Cabinets 

are usually built with a standard size 
��
 regardless of the components inside them. 
��
 shows the area required to install a microwave hub. The number of cabinets and 

hubs in year i is related to the number of backhaul equipment.  



67 
 

3.6 CASE STUDY 
 
In this section, the methodology and math models discussed so far are employed 

for a European Urban Scenario. It is assumed that the area under consideration is A=100 

km2, with buildings uniformly distributed measuring 80x80 meters and a distance 

between them of 20 meters. The total number of buildings in the area is set at 10000 and 

each building has 5 floors and 2 apartments per floor (i.e., the total number of 

apartments 4�� corresponds to 100000). In addition, it is assumed that the population 

density is � =3000 users per km2 and that a single operator serves the area. Moreover, 

the Manhattan street model [69] is employed to calculate the distances between the CO, 

local exchanges and end-users. In the following section, the TCO calculation is outlined 

in detail.   

With regard to the traffic demand �, it is assumed that 16% of the subscribers are 

active during the busy/peak hours (i.e., ���X = 16%) and that the capacity requirement 

of an ordinary user is 1/8 that of a heavy user [66]. Moreover, it is assumed that on 

average PC users generate two and eight times more data traffic than tablet and 

smartphone users, respectively. More details about the traffic demand can be found in 

[66][1]. 

It was assumed that in the year 2010 the area was served by a homogeneous 

wireless network based only on macro base stations, i.e., � = 0. In addition, after 2010 

the wireless deployment evolves towards HetNets (i.e., it is based on macro + femto 

base stations) and there is a linear increase in the femto penetration rate of 5% every 

year. Regarding the backhaul network, it was assumed that in 2010 the macro base 

stations were backhauled by means of microwave point-to-point links.  

In the Greenfield scenario, starting from the year 2011, the operator deployed a 

new backhaul infrastructure to support HetNets. The new infrastructure could either be 

based on microwave or fiber (it is assumed that the operator will not deploy a new 

infrastructure based on copper because of its limited capacity to provide high traffic 

over long distances). As a result, in the Greenfield scenario, the possible solutions for 

the operator (starting from year 2011) are the backhaul Architectures 1, 3, 4 and 5, 

described in Section 3.4.  

On the other hand, in the Brownfield scenario the operator is able to leverage 

from the already existing fiber and copper infrastructure, i.e., the operator owns a 
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backhaul infrastructure like that of Architecture 2. As a result, in the year 2011 the 

operator faced two options for a network upgrade. The first choice was to continue 

deploying MW based backhaul (i.e., relying on Architecture 1), and the second option 

was to migrate to new network architectures by reusing legacy ducts and the trench 

infrastructure. The migration can be executed by employing several different models. In 

the following, there is a description of some of the promising alternatives. 

Gradual migration take-up (M1): In this migration model, the operator decides 

to exploit the copper infrastructure to backhaul the indoor femto cells. As a result, in the 

year 2011 the operator selected the Architecture 2. Afterwards, the mobile operator 

gradually migrated from Architecture 2 to Architecture 5. In particular, the operator 

started replacing the copper infrastructure with PON-based backhaul three years before 

the copper was used up (i.e, three years before the copper infrastructure is expected to 

be unable to support the increased traffic demand). This occurs when the traffic demand 

for fixed broadband access networks exceeds 100 Mbps per household, and is calculated 

on the basis of the traffic forecast model shown in [70]. In addition, the operator also 

gradually replaces the MW based backhaul with PONs, starting from three years before 

the time when the area traffic demand exceeds 1000 Mbps/km2. The gradual migration 

is represented by a replacement starting from a rate of 20%, which in the next year 

increases to 50% of the infrastructure migrated to the new technology, and in the last 

year of migration rises to 80%. In the fourth year, i.e., one year after the gradual 

migration, 100% of the infrastructure is already represented by the new equipment.  

Gradual migration take-up (M2): As in the case of the previous migration 

model, it is assumed that in the year 2011 the operator chose Architecture 2. 

Afterwards, the operator gradually migrates from Architecture 2 to Architecture 4. The 

copper infrastructure is replaced with PON-based backhaul (as described in the 

migration model M1). On the other hand, in this case the operator keeps relying on the 

MW-based backhaul for the macro BSs. 

Immediate take-up (M3): In this migration model, the operator in 2011 decided 

to make a large investment to replace both the copper and the MW infrastructure with 

PONs immediately. Hence, in the year 2011 the operator migrates directly toward 

Architecture 5. 

Immediate take-up (M4): The M4 migration model is similar to M3, but in this 

case the operator only replaces the copper infrastructure with PON-based backhaul, 
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while keeping the MW infrastructure for backhauling the macro base stations. As a 

result, in the year 2011 the operator migrated directly toward Architecture 4. 

No take-up (M5): This case is similar to migration model M1, where the 

operator chooses Architecture 2 and then migrates to Architecture 5. However, in this 

case the migration is not carried out gradually. In fact, the operator keeps the VDSL2 

copper infrastructure until its capacity has been used up and only afterwards replaces it 

with PONs. Similarly, the replacement of the MW-based backhaul with PON is only 

carried out after the traffic demand exceeds 1000 Mbps/km2.    

No take-up (M6): This migration model corresponds to migration model 2 with 

the difference that the migration from copper to PON backhaul is not undertaken 

gradually. MW backhaul is always used for macro base stations. 

Table 3.1 - Inputs for power consumption and investment costs. 

Eq./Comp. P (Watts) 
Cost per Equipment/Service 
(US$) 

DSLAM 85 1750 
GES 50 2400 
FS 300 3000 
Hub Switch 53 2930 
Antenna 37 or 92,51 4472 
OLT 105 3000 
Splitter (32 ports) 0 140 
ONU 4 146 
Modem 5 30 
SFP 1 37 
SFP+ 1,5 78 
Fiber (km) - 160 
Trenching (km) - 130000 
Yearly spectrum leasing - 204 
Leasing upfront fee (km) - 800 
Yearly fiber leasing fee (km) - 200 
Yearly rental fee – Indoor (m2) - 287 
Yearly rental fee – Outdoor (m2) - 249 

   1 Depending on traffic demand 
 

The TCO has been evaluated for all the options described above to define the 

most cost-efficient solution. The electric power consumption and cost values shown in 

Table 3.1, which were extracted from [4][70][71] [72][3][73], are drawn on for our 

calculations. 
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With regard to the MW backhaul technology, it is assumed that the MW antenna 

power consumption corresponds to F��PO� when the traffic at the antenna is lower than 

500Mbps, otherwise it corresponds to F��"�O�. 

Fast Ethernet connections operating at 100Mbps are used inside the buildings to 

connect the femto cells to the GES (in Architectures 1 and 3). In addition, the femto 

base stations are distributed uniformly among the buildings and in the area. As a result, 

the number of GES (4C;() is equal to the number of buildings if � > 0. In addition, it is 

assumed that the power consumption of a GES linearly scales with the number of ports 

that are used for backhauling the femto base stations: FC;( = � %{�|�@%z��@���Ã=� � FC;(��X , ∀ � ≥
0.1, where 3����1C;(  is the total number of ports of the GES. Moreover, in the Greenfield 

scenario, two possible values are given for the maximum distance between the femto 

cells and the local exchanges, which are 300m and 1Km. On the other hand, in the 

Brownfield scenario, there is only a maximum distance of 300m between the femto 

cells and local exchanges. This is because VDSL2 technologies are not able to cope 

with distances longer than 300m (which means that architecture 2 could not be 

employed as a migration option). 

For this study, a technician’s salary is set at 72 US$/hour for the first year and 

energy costs (kWh) at 0.15 US$/kWh, with a yearly increase based on the geometric 

progression given by Z�=ZK¼�OK.  Where Z represents either the technician’s salary or 

the energy cost in the year n, and q = 1.03 is the increase in the ratio [5]. A fixed yearly 

depreciation is also specified for the network equipment cost corresponding to 5% 

(unless stated otherwise). 

 

3.7 RESULTS 
It is worth mentioning that the obtained models and results were validated 

during the GreenHaul project [22]. Figures 3.10 to 3.17 illustrate the results obtained 

from the analysis of the case study. It can be seen that Architecture 1 (i.e., MW-only) 

always shows the highest energy consumption. Hence, the results achieved with 

Architecture 1 are used as a benchmark for the discussion of the results for Greenfield 

and Brownfield scenarios discussed below. 
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3.7.1 An analysis of the Greenfield Deployment 

 
Fig. 3.10 illustrates the total cost of power consumption per year respecting the 

traffic demand for architectures 1, 3, 4 and 5. When architectures 1 and 3 are compared, 

it is evident that fiber-based backhaul for femto cells can significantly reduce the overall 

backhaul energy consumption. On the other hand, when FTTH solutions (architectures 4 

and 5) are employed, the power savings are even higher. In specific terms, the best 

results are obtained with the PON backhaul for both femto cells and macro base 

stations, i.e., Architecture 5. Moreover, it was observed that the power consumption for 

the scenario where the maximum distance between the local exchanges and the femto 

cells, is 300m; this is the same as in the case where the maximum distance is 1km (even 

if the total number of required local exchanges is higher when the maximum distance is 

set to 300m). The reason is that the local exchanges in architectures 3, 4 and 5 are 

always bypassed (Architecture 3) or equipped with passive components (Architectures 4 

and 5). 

 
Figure 3.10: Greenfield deployment - Energy consumption for period T equals to 15. 

 

Fig. 3.11(a) illustrates the average cost of energy consumption per user per year. 

It can be observed that the use of FTTH and FTTB technologies for backhauling the 

femto cells leads to a significantly greater reduction in energy costs than the MW-based 

solution. In particular, when Architecture 2 is used, it is possible to save up to 1.57 US$ 

per user per year with regard to Architecture 1, while Architecture 5 it is possible to 

save up to 2.16 US$ per user per year which is greater than Architecture 1.  
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Figs. 3.11(b) and 3.11(c) provide a more complete picture of the cost analysis of 

the various architectures by showing the TCO for a period T lasting 15 years. The 

results that are obtained Fig. 3.11(b) are based on the assumption that the operator 

builds a new infrastructure, which means that in Architectures 3, 4, and 5 an investment 

must be made to pay for trenching the fiber cables to connect the end-users to the MN. 

The figure shows that, owing to this high investment, Architectures 3, 4 and 5 lead to a 

higher TCO than Architecture 1 (up to 16.13 US$ per user per year and higher in the 

case of Architecture 4). In fact, Architecture 4 is the most expensive and reaches a TCO 

as high as 58.48 US$ per user per year. 

The results in Fig. 3.11(c) are computed by assuming that in architectures 3, 4 

and 5, the operator leases dark fiber from an external entity (e.g., another network 

operator) to connect the transport radio access networks to the MN. Leasing dark fiber 

is an option to decrease CAPEX by avoiding the high financial investment required for 

trenching and faster deployment time. In this case, a contract is signed between the 

operator and the external entity, where the operator pays a yearly fee in return for the 

fiber connectivity. 

Depending on the architecture, the dark fiber leasing might or might not be a 

useful alternative. Fig. 3.11(c) shows that leasing the dark fiber of Architecture 3 is the 

most attractive solution since it has the lowest TCO among all the considered cases (i.e., 

it is 15.8US$ lower than Architecture 1). In contrast, Architectures 4 and 5 are hardly 

feasible in terms of costs when the maximum distance between the femto cells and the 

local exchanges is 1km. This is due to the fact that the increase in terms of distance 

between the local exchange and end-user (to 1km) entails more fiber deployment in the 

distribution fiber path, which implies further costs and higher leasing. This differs when 

viewed from the stand point of energy consumption because in the case of the TCO of 

PONs, (i.e., when there are deployment of feeder fiber and distribution fiber paths), the 

location and number of local exchanges in the network really matters and are more 

attractive in financial terms, when the local exchange is closer to the end-user, e.g., 300 

meters. 
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(a) 

 
(b) 

 
(c) 

Figure 3.11: Greenfield energy consumption and total cost of ownership. (a) Energy 
consumption per user per year. (b) TCO assuming trenching. (c) TCO assuming leasing 

dark fiber. 
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3.7.2 An Analysis of the Brownfield Deployment 

 
Fig. 3.12 shows the electric power consumption of the different migration 

alternatives described in the previous section. It is noticeable that the immediate take up 

approaches (M3 and M4) are the most energy-efficient solutions. On the other hand, the 

migration options that employ no take up (M5 and M6), i.e., that exploit copper-based 

backhaul until it reaches “exhaustion”, are the least energy-efficient. This is because M5 

and M6 rely on the energy inefficiency of copper infrastructure for longer period of 

time.  Moreover, the energy consumption achieved when adopting gradual take up 

measures (M1 and M2) lies in the middle of the previous cases. M1 and M2 solutions 

perform better in terms of energy consumption with regard to M5 and M6 because the 

energy inefficiency VDSL2 infrastructure begins to be replaced at an earlier time (i.e., 

three years before exhaustion of capacity). Finally, it is evident from Fig. 3.12 that all 

the considered migration options (M1-M6) achieve lower energy consumption with 

respect to the solution that is only based on MW (i.e., Architecture 1). In fact, using 

MW links for backhauling the indoor femto cells leads to higher power consumption 

than using the fixed line infrastructure (i.e., copper or fiber). 

Fig. 3.13(a) shows the energy cost per user per year. The results show that 

among the Brownfield migration alternatives, M3 is the most energy-efficient solution 

since it leads to an energy cost of 1.06 US$/User/Year. This low cost is due to the fact 

that the upgrade towards PON (i.e., Architecture 5) already occurred in the year 2011, 

i.e., when indoor base stations are first deployed. 

 
Figure 3.12: Brownfield upgrade - Energy consumption for period T is equal to 15. 
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(a) 

 
(b) 

 
(c) 

Figure 3.13: Brownfield migration. (a) Energy consumption per user per year. (b) TCO 
assuming an upgrade based on the annual cost of equipment that leads to an increased 

cost of 5%. (c) TCO assuming that cost of equipment increases by 2.5%. 
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Fig. 3.13(b) presents the TCO for the proposed Brownfield migration 

alternatives. It is worth remembering that the results that are obtained take into account 

a fixed yearly depreciation for the network equipment cost that corresponds to 5%. It 

can be seen that the migration options based on immediate take up (M3 and M4) are the 

most expensive due to the high initial investment costs (which translates in high 

CAPEX). However, the migration options based on gradual take up (M1 and M2) and 

those based on no take up (M5 and M6) show very similar costs and represent the least 

expensive alternatives in terms of cost per user per year. This proves that using the 

legacy copper infrastructure close to (or up to) the capacity exhaustion may bring about 

significant financial benefits for the operators. However, it should be noted that M5 and 

M6 have the highest OPEX because of the increased expenditure on energy, 

maintenance and fault management.  

Fig. 3.13(c) shows the TCO for the different migration choices which were 

obtained by employing a yearly depreciation rate for the network equipment of 2.5%.  It 

can be seen that the trends are similar those in Fig. 3.13(b), even if the relative 

difference between the different solutions is slightly smaller. 

It is clear that exploiting the legacy copper infrastructure leads to a reduction in 

costs for the operators and the M1 and M2 migration models are the most economical. 

3.7.3 Sensitivity Analysis 

 
A sensitivity analysis of the TCO involving the five proposed backhaul 

architectures was conducted to validate the results. In this analysis, the three basic 

backhaul technologies were divided into three types: copper, fiber and MW. The most 

significant cost parameter (i.e., the one having the largest impact on the TCO) was 

determined for each category. This parameter ranges between -30% and +30% with 

regard to the original market value (as shown in Table 3.1) so that the impact on the 

TCO can be evaluated. 

With regard to the copper based backhaul, the most relevant cost derives from 

the CAPEX and this is the DSL modem cost (categorized as Equipment cost in Fig. 

3.3). The cost of the DSL modem ranges from 70% to 130% of its market value (as 

illustrated in Table 3.1) and no significant change was detected in the total TCO of the 



77 
 

backhaul architectures. As a result, it can be concluded that varying the DSL modem 

cost does not affect the conclusions drawn in the previous sections.  

With regard to the backhaul based on fiber, the most relevant cost parameter 

depends on whether the operator is deploying its own fiber infrastructure or is leasing 

the dark fiber. In the case of the former, the main cost involves the CAPEX and comes 

from the fiber trenching cost (i.e., Infrastructure cost with reference to Fig. 3.3). Fig. 

3.14 shows the results obtained by varying the fiber trenching cost from 70% to 130% 

of the market value as shown in Table 3.1. It is clear that when the fiber trenching cost 

for Architecture 3 is reduced, it becomes the most attractive solution in financial terms 

(Architecture 3 becomes more cost-efficient than Architecture 1 when the fiber 

trenching cost is reduced to 91% of its original value). However, Architectures 4 and 5 

always remain more expensive. Moreover, increasing the fiber trenching cost does not 

affect the conclusions drawn in the previous section.  

If the operator leases the dark fiber, the most relevant cost involves the OPEX 

and is the fiber leasing cost (i.e., Spectrum and fiber leasing cost with reference to Fig. 

3.3). 

 
 

 
Figure 3.14:  Sensitivity analysis of variations in the trenching cost in a range of 70% to 

130% of the market price. 
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Fig. 3.15 shows the results obtained by varying the fiber leasing cost from 70% 

to 130% of the market value (as shown in Table 3.1). It can also be noted that reducing 

the fiber leasing cost does not significantly affect the conclusions drawn in the previous 

section. In fact, Architecture 3 remains the most attractive cost solution. The only 

observable change is that Architecture 5 is found to be more cost-efficient than 

Architecture 1 if the cost for fiber leasing is reduced to 72% of its original value (but 

only in the case where there is a maximum distance of 300m between the femto cells 

and local exchanges). 

 
Figure 3.15: Sensitivity analysis of variations in the dark fiber cost within a range of 

70% to 130% of the market price. 
 

With regard to the MW based backhaul, there are two main items of expenditure 

for the TCO. The first is the cost of the antenna and this is related to the CAPEX (and 

categorized as an Equipment cost in Fig. 3.3). Accordingly, the cost of the antenna 

ranged from 70% to 130% of its market value and the results for the TCO of the 

backhaul architectures are shown in Fig. 3.16. In specific terms, Fig. 3.16(a) shows the 

results if the operator trenches the fiber, while Fig. 3.16(b) shows the results if the 

operator leases the dark fiber. Fig. 3.16(a) shows that decreasing the antenna cost does 

not change the conclusions that have been drawn and that Architecture 1 remains the 

most cost-efficient solution. However, increasing the antenna cost to 126% of its 
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original value makes Architecture 3 the most attractive solution from an economic 

standpoint. Fig. 3.16(b) shows similar trends. In particular, reducing the cost of the 

antenna does not affect the results and Architecture 3 remains the most cost efficient 

solution. However, increasing the antenna cost to over 103% of its original value makes 

Architecture 1 more expensive than Architecture 5 (when there is a distance of 300m 

from the femto cells to the local exchange). In addition, increasing the antenna cost over 

124% of its original value also makes Architecture 4 more cost-efficient than 

Architecture 1.  

The other expenditure which has a considerable impact on the MW based 

backhaul is the spectrum cost, and this is related to the OPEX (i.e., Spectrum and fiber 

leasing cost with reference to Fig. 3.3). Fig. 3.17 shows the results obtained by varying 

the spectrum cost from 70% to 130% of its original market value. Only the case with 

fiber leasing was taken into account because in the case with fiber trenching the 

conclusions drawn in the previous sections remained unchanged. Fig. 3.17 shows that 

reducing the spectrum cost does not affect the conclusions, i.e., Architecture 3 remains 

the most cost-efficient. On the other hand, increasing the spectrum cost by over 28% of 

its original value makes Architecture 5 more cost-effective than Architecture 1 (a case 

with a distance of 300m between the femto cells and local exchanges).     
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(a) 

 
(b) 

Figure 3.16: Sensitivity analysis of the antenna cost when it varies from 70% to 130% 
of the market price. (a) The impact when the operator trenches and owns the fiber 

infrastructure. (b) The impact when dark fiber is leased. 
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Figure 3.17: Sensitivity analysis of the MW spectrum cost when it varies from 70% to 

130% of the market price. 

 

3.8 CONCLUSION 
 

In this chapter, an assessment methodology and a set of math models were 

employed for evaluating the TCO of backhaul architectures for HetNets. The following 

models were included: a) a traffic model used to forecast the expected data traffic for 

the next few years, b) a wireless deployment model for a European urban scenario, c) 

the backhaul options models for Greenfield and Brownfield deployments and finally d) 

a techno-economic model to assess the backhaul infrastructure. 

In the case of HetNets, the methodology involved scenarios comprising outdoor 

macro base stations and small indoor base stations. Five different backhaul architectures 

were designed and these were based on different combinations of copper, fiber and 

microwave technologies where the methodology was employed for both a Greenfield 

scenario and a Brownfield scenario.  

It can be inferred from the results that backhaul constitutes a considerable 

proportion of the TCO and an investigation between Greenfield and Brownfield 

deployment strategies must be carried out to encourage operators to find the most cost-
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efficient and easy-to-upgrade transport network topology. Additionally, exploiting the 

legacy copper infrastructure can enable operators to reduce their total costs to a 

considerable extent. 

The analysis of the Greenfield scenario proved that backhaul architectures based 

on PONs are by far the most energy-efficient, even though these solutions are also the 

very costly in terms of TCO. This is particularly true when the operators decide to build 

their own fiber infrastructure (i.e., trenching the fiber) and when the maximum distance 

between the femto base stations and the local exchanges is quite long (i.e., 1km or 

more). The results have proved that the microwave-based backhaul architecture results 

in the most attractive approach in terms of costs. One means of reducing the costs of the 

fiber-based backhaul is by leasing dark fiber instead of building a new infrastructure. 

The results of this study have provided evidence that when leasing dark fiber the most 

cost-efficient architecture is based on FTTB+copper for the indoor small base stations 

and microwave for the outdoor base stations.      

With regard to the Brownfield scenario, a number of different options were put 

forward for the mobile operator when migrating among different backhaul architectures. 

The results show that from an energy-consumption perspective, as expected, the best 

alternative is to migrate toward PON as early as possible (i.e., migration options M3 and 

M4). However, this also represents the most costly solution in terms of TCO. The 

results have shown that the best solution in terms of TCO is to exploit the existing 

copper infrastructure for backhauling the indoor small base stations and gradually 

replace it starting from a few years before the capacity exhaustion (i.e., migration 

options M1 and M2). 

To conclude, it is clear that the variations in the main costs for the copper, fiber 

and MW backhaul did not significantly affected the conclusions drawn in the previous 

sections. However, it was noticed that the costs for fiber trenching and for the 

microwave antenna are the most sensitive since a relatively small change can make 

some difference in the relative TCO of some backhaul architectures. 

. 
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CHAPTER IV 
 

ASSESSMENT OF PROTECTION SCHEMES FOR 
PASSIVE OPTICAL NETWORKS 

 

4.1 INTRODUCTION 

 
In this chapter, a methodology is set out for the total cost of ownership, which is 

divided into three phases, i.e., Network Dimensioning Model, Associated Failure Costs 

and Total Cost of Ownership. In the first the investigated scenario is defined, e.g., are of 

the city and number of buildings, and its network topology, e.g., type of equipment, 

number of devices and the distance between the devices and CO. In this stage, the 

Manhattan street model is employed, which is an analytical model widely used to 

compute fiber length [69]. It is also assumed that all the streets are connected by means 

of one street divider, i.e., an orthogonal crossing-point connecting two streets [69], and 

the topology consists of by the number of subscribers, represented by the number of 

ONU, and the distance between two adjacent subscribers. More details regarding this 

stage are provided in Section 4.2. The second stage involves defining the Associated 

Failure Costs using a finite-state continuous-time Markov Chain Monte-Carlo (MCMC) 

[35]. Here, a framework is established that is based on MCMC to simulate topologies 

during an operational time and in an urban scenario with the aid of continuous-time 

Markov chain to represent the different failed states of the network and a Monte Carlo 

simulation to solve the Markov chain in a period T [35]. In the Markov chain, each state 

is defined as a function of the type and amount of failed facilities (e.g., fiber and piece 

of equipment), their distance to the CO and the number of affected subscribers [6]. 

Additionally, the state transition rates of the Markov chain are given by the equipment 

failure, repair rates, energy consumption and excess capacity. To allow the MCMC to 

be used, the model shown in [35] was adapted to simulate the topology in a period T. 

More details of this stage are provided in Section 4.3.  The final stage is obtaining the 

Total Cost of Ownership, calculated as the total sum of CAPEX and OPEX. More 

details regarding this stage are provided in Section 4.4. 

As far as we are aware, this is the first attempt to assess the TCO through a 

simulation that provides the most cost-effective protection scheme for PON topology 
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with regard to network reliability, dependability between failures [36], and the inclusion 

of hybrid fiber wireless protection [48]. In the hybrid fiber-wireless protection, there are 

two alternatives: (a) the operator owns the mobile transport infrastructure, i.e., the 

operator owns the physical infrastructure and only signs a contract with the regulator to 

lease a microwave spectrum that guarantees protection anytime. (b) the operator leases 

capacity from a third mobile provider, i.e., the fixed broadband operator signs a contract 

with the mobile operator and pays for the practical reserve capacity of traffic in the 

event of failure. Additionally, if the previously planned traffic is exceeded, the fixed 

broadband operator is responsible for paying the mobile operator for the exceeded 

traffic in Gbps/US$. 

4.2 NETWORK DIMENSIONING MODEL 

 
The objective of this section is to examine how the number of pieces of 

equipment in the network is computed and also to describe how the clients involved and 

the distance from the equipment to the CO are determined. These distances play a key 

role in determining the simulated operational costs, e.g., the repair cost depends on the 

location and distance between the place where the failure occurred and the CO.  

The set of PON devices consists of three key components: OLT chassis, 

Splitter/AWG and ONU. During the dimensioning of the equipment, it is only necessary 

to know the number of ONUs (4*%E) in the scenario, i.e., the number of splitters and 

OLTs are given by Eq. (4.1) and Eq. (4.2), respectively.  

 4(������� = Æ 4*%E3����1(�������Ç (4.1) 

 

 4*9/ = Æ 4*%E3���!1*9/ 3����1(�������Ç (4.2) 

where 3����1(�������, 3���!1*9/  are the number of splitter ports and number of OLT cards 

respectively. Additionally, the Network Dimensioning Model is based on the Manhattan 

street model [69], (see Figure 4.1), and assumes a uniform distribution of subscribers 

over a regular grid and also follows the PON architecture at two levels, i.e., feeder and 

distribution. The first is the Feeder Fiber Level, which has the CO at the center, N is the 

number of blocks in a row and L is the distance between the adjoining blocks. 



 

Following the same logic, the second level is a Distribution

located at the center. One site of the square contains 

distributed number of floors (
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that each apartment has an 
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Figure 4.1: Schematic overview of the logical structure of a city with passive optical 
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, the subscribers served by an OLT Chassis are those 

subscribers served by 

determined by the blocks connected to it and in the same way the 

determined by the associated 

equipment have two coordinates, i.e., a vertical (F5) and 

according to the type of 

find out the distance of 

→$%) is given by 
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� ���!��"→$% = [3 − (� + �) − 1] ,, 

ÈℎYLY:
� = Ê F� ,  Ë F� < 323 − F� − 1 ,  Ë F� ≥ 32Í

� = Ê F5 ,  Ë F5 < 323 − F5 − 1 ,  Ë F5 ≥ 32Í 
(4.3) 

 

The distance from a Remote Node to the Center Office (�$%→)*) is defined by 

Eq. (4.4) using the parameters mentioned before. 

�$%→)* = [4 − (
 + A) − 1]., 

ÈℎYLY:

 = Ê F� ,  Ë F� < 424 − F� − 1 ,  Ë F� ≥ 42

Í
A = Ê F5 ,  Ë F5 < 424 − F5 − 1 ,  Ë F5 ≥ 42

Í 
(4.4) 

The distance from a Distribution Fiber Step to the Remote Node (�&'(→$%) is 

calculated through Eq. (4.5). 

�&'(→$% = ÊÎ3 − (� + �) − 32Ï  , ,  Ë F� ≠ 32�3 − 2� − 12 �  , ,  Ë F� = 32
Í, 

ÈℎYLY: 
� = Ê F� ,  ËF� < 323 − F� ,  ËF� > 32Í

� = Ê F5  ,  Ë F5 < 323 − F5 − 1 ,  ËF5 ≥ 32Í 
(4.5) 

The distance from a Protection Distribution Fiber Step to the Remote Node 

(�+&'(→$%) is given by Eq. (4.6). 

�+&'(→)* = Ê[3 − (� + �) − 1] , ,  Ë F5 ≠ �32 − 1�
�3 − 2� − 12 �  , ,  Ë F5 = �32 − 1� Í, (4.6) 
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ÈℎYLY: 

 = Ê F� ,  Ë F� < 323 −  F�  − 1 ,  Ë F� > 32Í

A = Ê F5  ,  Ë F5 < �32 − 1�
3 − F5 − 2 ,  Ë F5 ≥ �32 − 1�Í 

 

The distance from a Feeder Fiber Step to the Center of the Scenario (�''(→)*) is 

calculated through Eq. (4.7). 

�''(→)* = ÊÎ4 − (
 + A) − 32Ï . ,  Ë F� ≠ 42�4 − 2A − 12 � . ,  Ë F� = 42
Í, 

ÈℎYLY: 

 = Ê F� ,  ËF� < 424 − F�  ,  ËF� > 42

Í
A = Ê F5 ,  ËF5 < 424 − F5 − 1 ,  ËF5 ≥ 42

Í 
(4.7) 

The distance from a Protection Feeder Fiber Step to the Center of the Scenario 

(�+''(→)*) is given by Eq. (4.8). 

�+''(→)* = Ê[4 − (
 + A) − 1]. ,  Ë F5 ≠ �42 − 1�
�4 − 2
 − 12 � . ,  Ë F5 = �42 − 1� Í, 

ÈℎYLY: 

 = Ê F� ,  Ë F� < 424 − F� − 1 ,  ËF� > 42

Í
A = Ê F5 ,  Ë F5 < �42 − 1�

4 − F5 − 2 ,  ËF5 ≥ �42 − 1�Í 
(4.8) 

 
 



88 
 

4.3 A FAILURE-ASSOCIATED COST MODEL 

 
In this section, there is an examination of the models employed to compute the 

Failure-Associated costs in a determined period T. The cost is obtained by adapting the 

methodology adopted in [35] of a continuous-time MCMC Simulation.  

 The definitions of states are given by the number and type of failed equipment, 

the distance of a equipment from the CO and the number of subscribers affected by the 

failure. The cost models are included by the Markov reward model, where each state has 

an associated reward. In this case, the related costs of repairing failed equipment at state 

i (��������) and penalty costs at state i (��������� ) are given by the Eqs. (4.9) and (4.10). 

��������� = k4A1�
-���(�)pÑ PrÔÕÖ + k4A1�
-���(� − 1)pÑ FL��1 (4.9) 

 

��$����� = U�, + f FL:� (4.10) 

  

where 4A1�
-���  and FL
�1 are the number of business subscribers affected by the failure 

and business penalty rate agreed in the SLA respectively. Furthermore,  4B1�
-��� and FL��1 are the number of residential subscribers affected by failures and the residential 

penalty rates agreed in SLA, respectively. Finally � and � are the parameters that define 

the number of business clients and the impact factor that measures the loss of reputation 

suffered by the telecommunication operators, respectively. 

In terms of repair costs, the parameter Sal is the salary of the repair team, FL: is 

the price of the failed equipment k that is going to be repaired, and finally, � is the 

parameter that varies the repair cost between [0,1]. 

The repair rate of the equipment is calculated as the inverse of the sum of the 

time needed to travel to the equipment location and average time needed to repair it. If 

more than one piece of equipment fails, the one that saves more penalty costs in less 

time is repaired first. 

With regard to the cost of energy saved when the equipment is in a state of 

failure, i.e., it is not operating, and the extra capacity that is over the capacity secured in 

the contract between the fixed broadband operator and mobile operator. Eqs. (4.11) and 

(4.12) express the power savings during inactivity of the equipment at state i and the 
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extra cost of excess capacity required by the fixed broadband operator at state i 

respectively. 

F�;���"����������� =  f 4:-������!;<
: F:;<  (4.11) 

��;X���!�! = w41�
-����! − 4�5"-������;<x � FLC
�1 	  (4.12) 

 

where 4:-������!;<, F:;<, 41�
-����!, 4�5"-������;<, �, FLC
�1 and 	 are the amount of failure 

equipment k, the power consumption of equipment k, the number of failed subscribers 

in the network, the average amount of failure equipment, the minimum capacity 

provided to the end-user, price per Gbps agreed with the operator, the price per extra 

Gbps and the impact factor that controls the price per extra Gbps according to the extra 

traffic requests, respectively. 

For the period under analysis, the model from reference [35] was adapted by 

carrying out a Monte Carlo trial. This is concluded just when the state transition number 

gets the expected number of failed ONUs during the time of analysis (4-������!*%E ). The 

computational effort is reduced by regarding the ONU as stopping criteria. Additionally, 

ONU is the equipment that has the highest average rate of failure compared to the 

others, and is also the most common equipment in the network. 4-������!*%E  can be 

determined through Eq. (4.13). 

4-������!*%E = ×W& `*%E 4*%EØ (4.13) 

 

where W& is the desired time interval in hours and `*%E is the failure rate of ONU. 

Fig. 4.2 gives an example of how state transitions work. In this example, the 

network has three pieces of equipment, represented by 1, 2 and 3 (Figure 4.2 (a)). In the 

first transition illustrated in Fig 4.2 (b), the Monte Carlo simulation is run and the 

number of faulty equipment changes from state zero to one piece of failed equipment. In 

this example, equipment 1 is represented in a failed state. Afterwards, the Monte Carlo 

simulation is executed again and offers two choices: either the other equipment fails or 

the failed equipment is repaired. Since the probability of repair is higher than that of 

failure, in this example it is assumed that equipment 1 is repaired and the transition 

turns to state zero. This is the expected behavior of the network because of its low 
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failure rate for equipment. However, it is expected that it will repair the equipment 

before the next failure, since before the repairs can be carried out, another piece of 

equipment may change to failed a state, e.g., if item 1 has failed and either item 2 or 3 

has failed as represented in Fig. 4.2 (c). In this case, when two or more items have failed 

at the same time, the simulation must first fix the item that can reduce the penalty 

expenses most in the minimum time. 

 

(a) 

 

(b) 

 

(c) 

Figure 4.2: Examples of a state diagram including three pieces of equipment (a) a 
Markov chain with equipment 1, 2 and 3. (b) a Markov chain where equipment 1 fails 

and is repaired before the next failure (c) a Markov chain where equipment 1 and 3 have 
failed. 
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4.4 TOTAL COST OF OWNERSHIP 

 
Operators are designing cost-efficient transport network solutions, by analyzing 

investments in the Total Cost of Ownership, which is a strategy to give network 

operators a global idea of what is occurring, and what will occur, if a certain topology is 

deployed. In terms of network designing, a techno-economic study allows the operators 

to deploy cost effective and profitable topologies to provide the required services to the 

users. Additionally, a comprehensive cost analysis that covers capital and operational 

expenditure, can provide a better view for the network operators when deployment or 

migration are being planned. Thus, the objective of this section is to examine the 

models needed to compute the CAPEX and the OPEX costs. These models enabled us 

to obtain the TCO for the broadband transport topologies. It should be highlighted that 

there is no fixed standard regarding what costs are included in CAPEX and OPEX but it 

is widely assumed that CAPEX consists of infrastructure costs, e.g., components prices, 

and installations costs; and OPEX as operational costs, e.g., repair failure, failure 

penalties, service maintenance, among others [5][6][41]. 

4.4.1 CAPEX: Equipment Costs 

 
The equipment cost (W��)�1�;< ) is the sum of all the equipment (4�;<) times the 

price (FL�;<) of each item: 

 W��)�1�;< =  f 4�;<  ×  FL�;<;<�º��
��Ù  (4.14) 

where i classifies the type of equipment ranging from 0 to »¼/���. N is the quantity of 

one type of equipment and FL;< is its price.  

4.4.2 CAPEX: Installation Costs 

 
The installation cost (W��)�1�S�1����) is the sum of all the expenses associated with 

installing the transport network components in their specific locations: 
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 W��)�1�S�1���� = W��S�1�)�1�;< + W��S�1�)�1�'�
�� +  W��S�1�)�1�''+���������
+ W��S�1�)�1�&'+��������� 

(4.15) 

 

where W��S�1�)�1�;< , W��S�1�)�1�'�
�� , W��S�1�)�1�''+���������, W��S�1�)�1�&'+��������� represent respectively 

the total cost for installing equipment, the total cost of feeding and distributing the fiber 

over the area, the total cost of installing protection in the feeder fiber and the total cost 

of installing protection in the distribution fiber.  

 

4.4.2.1 INSTALLATION COST 
 

The installation cost of equipment includes the time to install (W���1�), the travel 

time to the equipment (
!�1\5�� ), and the salary of the team of technicians (U�,) as shown in 

the Eq. (4.16). 

  W����1�)�1�;< =  f Ú�W���1� + Û V�^Y, � × U�,Ü%��;<OK
��Ù  ×  i� L-�
��  (4.16) 

 

where, i� L-�
�� is considered to be 0 if i is a fiber step, and 1 if it is not. 

4.4.2.2 FIBER INSTALLATION COST 

Calculating the fiber installation cost (W����1�)�1�'�
�� ), involves the following Eq. 

(4.17), which is adapted from [69]:  

W����1�)�1�'�
�� =  Ú¸4I.2 ¹ �3JUB� +  ¸3I,2 ¹ 4J Ü × FL-�
����1�  (4.17) 

where UB, a�Q($b, FL-�
����1�   is the splitting ratio, the number of splitters in one block and 

the price to install fiber per Km, respectively. 

The following example provides a better understanding of the Eq. (4.17). 

Consider one block where n = 10, which is divided into four symmetrical quadrants. 

Figure 4.3 represents one of the symmetrical quadrants. 
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Figure 4.3: Representation of fiber feeding in the quadrant of a certain block. 

In Figure 4.3, it can be observed that the number of installed fibers in the 

distribution level is equal to the number of ONU. Thus, each black dot represented in 

Figure 4.3 receives 
�J fibers, i.e., in this example 5 fiber links, which is the distance 

between RN and each dot, i.e., from the bottom to the top respectively ��OKJ � ,, ��OIJ � ,, 
��OGJ � ,, ��OÝJ � ,, ��OÞJ � ,. Thus, the length of the installed fiber to the dots can be given 

by the following equation: 
�J �(�OK)�R(�OI)�R(�OG)�R(�OÝ)�R(�OÞ)�J �, which can be 

simplified to 
��J ÚG�O∑ J�RK�Qßà\áâJ Ü. It is important to be note that for a given block with n = 

10 the number ONU is 5. Additionally, for a given block with n = 8 the number of 

ONU would be 4. This logic follows for any other n; hence, the equation can be 

simplified to 
�J. Finally ∑ 2  + 1�QOK��Ù  can also be simplified to ��J�J

 and yields  
��H ��J 3 −

�QH �. 

From the dots to the ONUs, it is known that 
�J fibers are necessary, i.e., 5 fibers, 

to connect to 
�J ONUs. Moreover, the distances between the ONUs and dots can be 

defined as: ��OKJ � ,, ��OIJ � ,, ��OGJ � ,, ��OÝJ � ,, ��OÞJ � , and the length from the ONU to 

the dots is given by: 
�J �(�OK)�R(�OI)�R(�OG)�R(�OÝ)�R(�OÞ)�J �, which is the same equation 

defined in the last paragraph. Thus the equation 
��H ��J 3 − �QH �  is determined and given 

the symmetrical quadrant one can define the length of the installed fiber in a certain 

block by 4 × ��H ��J 3 − �QH � = �ã�J . Following the same logic in the equations it is 

Remote Node

ONU

Fiber Step
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possible to obtain the installed fiber in the feeder level and reach the second part of Eq. 

(4.17). 

 

4.4.2.3 EXTRA INVESTMENT IN FIBER TO INSTALL 
PROTECTION FOR THE FEEDER AND DISTRIBUTION 
FIBER  

The following equations is employed to calculate the additional investment cost 

to install protection in the feeder fiber (W����1�)�1�''+���������):  

W����1�)�1�''+��������� =  .2 (4I + 24J) �3JUB� FL-�
����1�  (4.18) 

 

and finally, to calculate the additional investment cost to install protection in the 

distribution fiber (W����1�)�1�&'+���������), the following equation is defined:  

W����1�)�1�&'+��������� =  ,2 (3I + 23J) 4J FL-�
����1�  (4.19) 

and an example is given below for a better understanding of the protection schemes 

proposed in Eq. (4.18) and Eq. (4.19). Consider one block where n equals 10, which is 

divided into four symmetrical quadrants. Figure 4.4 represents one of the symmetrical 

quadrants. 
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Figure 4.4: Representation of protection in the quadrant of a certain block. 

 

In Figure 4.4, it can be noticed that the number of amount of installed fibers in 

the distribution level is equal to the number of ONUs. Additionally, each black dot 

represented in Figure 4.4 receives 
�J fibers, i.e., 5 fibers, which is the distance between 

the RN to each dot, i.e., from the bottom to the top respectively ,, 2,, 3,, 4,, 5,. Thus, 

the length of the installed fiber to the dots can be given by following equation: 
�J (, +

2, + 3, + 4, + 5,), which can be simplified to 
��J �∑  ���Q��K �, where ∑  ���Q��K  can be 

simplified to 
�QRJ�ä . Finally, the equation can be shortened to 

��J ��QRJ�ä �. 

 It is necessary to have 
�J fibers from the dots to the ONUs, i.e., 5 fibers, to 

connect to 
�J ONUs. Moreover, the distances between the ONUs and dots can be defined 

as: ,, 2,, 3,, 4,, 5,, and the length from the ONU to the dots is given by: 
�J (, + 2, +3, + 4, + 5,), which is the same equation defined in the last paragraph. Hence, the 

equation 3, ��QRJ�ä � was found and, given the symmetrical quadrant, the length of the 

installed fiber in a certain block can be defined by: 4 × 3, ��QRJ�ä � = ��J (3J + 23). 

Following the same logic from the equations, the installed fiber can be obtained in the 

feeder level and this arrives at Eq. (4.19). 

 

Remote Node

ONU

Fiber Step
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4.4.3 CAPEX: Infrastructure Costs 

 

The installation cost (W��)�1�S�-��) is the sum of all the expenses related to 

installing the transport network components in their specific locations: 

 W��)�1�S�-�� = W��S�-��)�1�/����� + W��������)�1�''+��������� +  W��������)�1�&'+��������� (4.20) 

 

where W��S�-��)�1�/����� , W��������)�1�''+���������, W��������)�1�&'+��������� represent respectively the total 

cost for trenching the path from the central office to the remote node and user-premises, 

the total cost to trench the protection fiber in the feeder level and the total cost to trench 

the protection at the distribution level.  

4.4.3.1 FIBER TRENCH COST 

To compute the infrastructure cost (W����-��)�1�/����� ), it is necessary to calculate the 

distance of each fiber step and multiply this by the trenching price (FL������) as 

described in Eq. (4.21). 

W����-��)�1�/����� = [(3² − 1 ) ×  , × 4² +  (4² − 1) ×  .] × FL������ (4.21) 

 

4.4.3.2 EXTRA INVESTMENT FIBER TO TRENCH 
PROTECTION FOR THE FEEDER AND DISTRIBUTION 
FIBER  

The following equation can be used to calculate the additional investment cost to 
trench protection in the feeder fiber (W����1�)�1�''+���������):  

W��������)�1�''+��������� = [(4 − 1)4 .]FL������ (4.22) 

 

and finally, the following equation can be used to calculate the additional investment 
cost to protect the distribution fiber (W����1�)�1�&'+���������):  

W��������)�1�&'+��������� =  [(4 − 1) 3 , 4J]FL������ (4.23) 
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4.4.4 OPEX: Energy Costs  

 
Calculating electricity bills is the responsibility of OPEX. The (W��)�1�;���"�) is 

obtained by adding up the energy costs of all active appliances in the various backhaul 

locations (i.e., CO, cabinets, microwave sites). 

 W��)�1�;���"� = FL:D� f W���:D�/��
��K −   W��S�����5���;���"�  (4.24) 

where W���:D�/� and FL:D� are the yearly kWh consumed by the equipment and the 

kWh price respectively. i represents the type of equipment, e.g., Switch, DSLAM, 

modem. Finally, the energy inactivity is the total of kWh when the equipment was not 

working during the Markov chain, i.e., total energy saving due to network failures, is 

given by W��S�����5���;���"� =  ∑ F�;���"�������5������ , where �� is the time that the system 

remains in state i. 

4.4.5 OPEX: Failure Costs 

 
The OPEX analysis includes a failure cost equation (W����1�-������), illustrated in 

Eq. (4.25), which is the product of the sum of the penalty and repair costs with the 

expected time at state i (��), derived from Monte Carlo method described earlier. 

W����1�-������ =  fw��������� + ��������x���  (4.25) 

  

where �� is the time when the system remains in state i. 

4.4.6 OPEX: Leasing Costs 

 

The leasing cost (W����1�9��1��") refers to the leased capacity in Gbps, total cost of 

exceeded traffic and microwave spectrum leasing, as defined in Eq. (4.26): 
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W����1�9��1��" = W��)�1�/��--��$��� + W��)�1�/��--��;X���!�!
+ W��)�1�(�������$��� 

(4.26) 

 

 

where W��)�1�/��--��$���, W��)�1�/��--��;X���!�! and W��)�1�(�������$���  are the total cost of 

traffic rented, total cost of excess traffic required for the mobile operator and total cost 

of microwave spectrum leasing, respectively.  

4.4.6.1 TRAFFIC RENTAL COST 
 

The traffic rental cost (W����1�/��--��$���) denotes the contract agreed to guarantee 

protection capacity in Gbps. The providers must sign it to guarantee backup protection 

through a microwave infrastructure. The model is defined in Eq. (4.27):  

W��)�1�/��--��$��� = 4�5"-������!;< � FLC
�1 �  (4.27) 

 

where 4�5"-������!;<, �, FLC
�1, t and W������/��--��;X���!�! are the average number of 

subscribers with failed equipment in the network, minimum capacity provided to the 

end-user, price per Gbps agreed with the operator, time of analysis in hours, and the 

total cost associated with failures that are above the expected average of failures in the 

network, respectively. 

4.4.6.2 EXCESS CAPACITY 
 

The traffic excess cost (W��)�1�/��--��;X���!�!) refers to the extra capacity in Gbps 

that the provider must contract to cover extra traffic generated by end-users, e.g., when 

the demand is bigger than the capacity contracted. The model is defined in Eq. (4.28): 

W��)�1�/��--��;X���!�! = f ��;X���!�!
� æ� (4.28) 

 

where æ� is the total time that it remained in state i during the simulation. 
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4.4.6.3 SPECTRUM LEASING 
 

The spectrum leasing cost (W��)�1�(�������$���) refers to the leased links that 

provide point-to-point communication between base stations and the aggregation traffic 

point, i.e., two antennas transmitting information in downlink and uplink directions. The 

model is defined in Eq. (4.29): 

 

W������(�������$��� = 4 1 4&�������� FL���: � (4.29) 

 

where 4 ( , 4&��������, FL���: and t are the number of base stations in the area, number 

of antenna directions (always equal to 2), the price of one link to interconnect the base 

station to the aggregation node, and the operational time in years, respectively. 

4.7 CASE STUDY 

 
This section outlines a case study where the proposed methodology is applied. It 

compares the following six PON topologies: No protection, protection in the Feeder 

Fiber (FF), protection in the FF and Distribution Fiber (DF), protection on Optical Line 

Terminal (OLT) and FF, protection only based on the microwave infrastructure and 

protection through OLT and based on the microwave infrastructure. All the protection 

schemes are illustrated in Fig. 4.5 (a), (b), (c), (d), (e), (f). Additionally, there is a 

calculation of the number of pieces of equipment in the scenario, link failures, energy 

savings and excess capacity over a period of T = 20 years using the MCMC. Finally, 

there is a discussion of the overall cost to deploy and operate different PON topologies. 

A city is imagined with 10000 buildings/residences with one floor and a distance 

of 1/24km between each of the residences. 
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Figure 4.5: Topologies for schemes under investigation. (a) PON with no protection 
scheme. (b) PON with protection in the feeder fiber. (c) PON with protection in the 
feeder and distribution fiber. (d) PON with protection in the OLT and feeder fiber. (e) 
PON with protection using microwave. (f) PON with protection in the OLT and using 
microwave. 
 

The parameters used in the equations were extracted from [42][6][70][75] and 

are shown in Table 4.1. The costs used to calculate CAPEX and OPEX are given in 

Table 4.2. Additionally, a scenario is imagined where 80% of the properties are 

commercial and 20% are residential. The equipment failure rates have been extracted 

from [6][35][36][41][42][70][74][75]. 

 Table 4.1 - Scenario Parameters. 
Parameters Value 

N 10 
n 10 
l (km) 1/24 
SR 01:32 
NOLT/C 72 
Business Users Penalty(US$/h) 100 
Residential Users Penalty(US$/h) 10 
Staff Salary(US$/h) 190 � (Gbps) 0.1 � 0.1 � 1.1 � 0.8 
Small cell radius 100 meters 
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4.8 RESULTS 

 
The results of the simulations carried out in the case study are analyzed in this 

section. The results for CAPEX and OPEX required investments to operate a PON. In 

the case of CAPEX, the investment costs of infrastructure, installation and equipment 

acquisition are shown, while those for OPEX the investment costs of repairs, penalties, 

energy consumption, spectrum leasing and capacity acquisition. Moreover, a sensitivity 

analysis is conducted of the variations in the cost of the most expensive elements in the 

topology, i.e., trenching, business penalty and spectrum leasing. 

 
Table 4.2 – Parameters Used to Calculate CAPEX and OPEX. 

       

Equipment 
and Trench 

Cost 
(US$) 

Installation 
Time (min) 

Failure 
Rate 
(FIT) 

Mean 
Time to 

Repair (h) 

Energy 
Consumption 

(W) 
ONU 350 60 256 1 5 
Splitter 50 10 120 1 0 
RN Chassi 700 10 666 1 0 
OLT port 7600 10 256 1 1197 
OLT Chassi 4500 30 500 1 0 
Optical 
Switch 

50 10 200 2 0 

Small Cell 1600 60 1612.9 2 45 
Antenna 2000 10 540 1 20 
Macro Cell 22000 1440 32258.06 7 22000 
Trench 130000/

Km 
- 570/Km 7 0 

 

Figure 4.6, (represented in a scale from 290 to 370 US$/User/Year), shows the 

CAPEX for the PON and includes the investment for the network operation during 20 

years of the network lifetime. It is evident that all the PON topologies are cheaper than a 

fully protected topology, i.e., Protection in the FF and DF accounts for about 640 

US$/User/Year, which represents about twice the amount of any other proposed 

architecture. The main reason for these CAPEX savings is that the fully protected 

topology requires extra trenching, which is the predominant expense in terms of capital 

investments, i.e., FF has to cover long distances just to connect the CO and RN, while 

DF connects the splitter with N ONUs and thus represents a higher proportion in terms 

of investment. Moreover, it was found that the topologies based on Protection in the FF 

and Protection in the OLT and FF are about 8% more expensive than PON with No 
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Protection, PON with Protection using Microwave and PON with Protection in the OLT 

and using Microwave. Additionally, the results show that protection in the OLT adds 

only 1 US$/User/Year and guarantees redundancy in the most critical component in the 

network, i.e., the OLT because when this fails, it means that several users are without 

service. 

 
Figure 4.6: Comparison of investment in capital expenditures in different PON 

topologies. 
With regard to microwave-based protection, it was found that when the fixed 

broadband operator signs a contract with the mobile operator, i.e., a amount of capacity 

in Gbps are reserved to be used in case of failure, there is no need for extra CAPEX 

investment. In contrast, when a fixed broadband operator also owns the mobile transport 

infrastructure the extra investment in equipment increases by about 5 US$/User/Year. 

This increase in CAPEX is due to the deployment of base stations and transport 

infrastructure. 

The CAPEX investment in the protection has OLT and MW and the leasing and 

ownership of the infrastructure are 1 US$/User/Year and 7 US$/User/Year, respectively. 

The OLT protection guarantees that the mobile transport will only handle failures from 

splitters and ONUs, thus reducing network complexity by avoiding traffic overload in 

the mobile network. With regard to CAPEX, the results show that protection schemes 

based on microwave transport solutions are the most economical topologies. 

Figure 4.7 shows the financial investment in OPEX. It should be noted that the 

Protection in the FF, the Protection in the FF and DF and the Protection in the OLT and 

FF save almost the same amount in OPEX, i.e., about 54 US$/User/Year, which is 

higher than No Protection scheme. However, the amount invested in CAPEX to deploy 

the Protection schemes does not pay off, i.e., as illustrated in Figure 4.6. On the other 

hand, microwave-based protection schemes strike a better balance between CAPEX and 
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OPEX, e.g., when protection in the OLT and FF is compared with the MW protection 

that leases capacity. The extra OPEX paid in the MW protection is 7 US$/User/Year, 

while the CAPEX savings for this transport topology may reach up to 26 

US$/User/Year. 

 
Figure 4.7: A comparison of expenditure in operational undertakings within different 

PON topologies. 
 

With regard to all the OPEX metrics for protected transport solutions, energy 

consumption emerges as the most expensive item when compared with the repair, 

penalty, and capacity leasing/spectrum costs. Energy consumption represents on 

average $49.75 User/Year per topology.  

In terms of economy, the topologies based on Protection in the OLT and MW 

stand out as the most reasonable alternative to guarantee reliability for the users and to 

reduce extra expenses. 

4.8.1 Sensitivity Analysis 

 
This section examines the effects caused by the cost variations of the most 

expensive elements. In the case of CAPEX the trenching cost used was in a range of 

7000US$/Km [75] to 400000US$/Km [51], while for OPEX the Business Penalty fee 

was in the range of 100US$ [6] to 1200US$ [42]. Finally, there was a variation in the 

network densification of the base station and in the effect of the measurements in 

OPEX. 

Figure 4.8 (a) and (b) show the additional investment in trenching to upgrade a 

No Protection topology towards Protection in the FF topology and No Protection 
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topology in the OLT and FF topology respectively. The results are expressed by 

comparing the extra CAPEX invested to deploy a protection transport scheme with the 

OPEX savings achieved by the protection deployment scheme. In both cases, it was 

found that the extra investment in protection is offset by the reduction in OPEX over a 

period of years. Moreover, it is clear that the extra trenching investment is 100% 

recovered over a period of 20 years when the trench cost is in the range of 7000US$/Km 

to 292 KUS$/Km, for the case represented in Fig 4.8 (a), and in the range of 

7000US$/Km  to 277000US$/Km to the case of Fig 4.8 (b). 

 
(a) 

 
(b) 

Figure 4.8: Sensitivity analysis for trenching ranging from 7000US$/Km to 
400.000US$/Km. (a) Protection in the feeder fiber. (b) Protection in the feeder fiber and 

optical line terminal. 
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Figure 4.9 illustrates the Protection in the FF and DF. In this case, the savings in 

OPEX do not offset the CAPEX investments, e.g., given the fact that trenching equals 

37000US$/Km the additional CAPEX investment is about 78.48US$/User/Year and the 

OPEX savings is about 56.85US$/User/Year. 

 
Figure 4.9: Sensitivity analysis showing the protection in the feeder and distribution 

fiber with trench costs ranging from 7000US$/Km to 67.000US$/Km. 
 

Figure 4.10 shows the variation in the business penalty cost versus the 

following: OPEX for No Protection, Protection in the FF, Protection in the FF and DF, 

Protection in the OLT and FF, Protection using MW, and Protection in the OLT and 

MW topologies.  The business penalty cost varies in a range between 100US$/hour up 

to 1200US$/hour. In Figure 4.10, it is evident that the No Protection topology is 

unreliable, since it results in significant profit losses, e.g., a business penalty fee of 

1200US$User/Year and increases operational costs about 7 times more than the 

topology with protection in the FF. Moreover, it was found that “Protection” reduces 

OPEX revenues far more than the No Protection topology. 
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Figure 4.10: Sensitivity analysis of the business penalty cost ranging from 200US$/hour 
to 1200US$/hour. 

Figure 4.11 shows the impact on the operational cost caused by the variation of 

the base station radius. The results show that the capacity rent is not affected by the 

network densification at the base station. On the other hand, if the operator owns the 

mobile backhaul infrastructure, the densification leads to a sharp rise in the operational 

expenses due to the spectrum leasing. Additionally, Figure 4.11 illustrates that the 

deployment of small cells increases the OPEX, e.g., Micro or Pico base stations with a 

radius lower than 50 meters consumes more energy and spectrum. 

 
Figure 4.11: Sensitivity analysis comparing spectrum leasing x rental capacity as a 

result of the base station providing coverage. 
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4.9 CONCLUSION 

 
In this chapter, a comprehensive methodology has been outlined that is based on 

a set of mathematics models divided into three stages, i.e., Network Dimensioning, 

Failure-Associated Costs and Assessment of Total Cost of Ownership. The main 

objectives were to simulate and compute CAPEX and OPEX protection transport 

schemes for PON as well as to investigate the commercial viability of investing in 

reliable PON topologies through the use of hybrid fiber- and MW-based topologies.  

The study made a comparison between six different transport topologies: No 

Protection, Protection in the Feeder Fiber, Protection in the Feeder Fiber and 

Distribution Fiber, Protection in the Optical Line Terminal and Feeder Fiber, and 

Protection based on Microwave and Protection in the Optical Line Terminal and 

Microwave.  The assessment models were used to determine the most attractive choices 

for protection with regard to cost-efficiency and reliability over a period of 20 years. 

The results demonstrate that trenching and energy consumption are the most significant 

expense for CAPEX and OPEX, respectively.  

With regard to CAPEX, it was concluded that all the PON topologies are about 

twice as cheaper as a fully protected PON topology, i.e., Protection in the FF and DF. 

Moreover, it was found that the topologies based on Protection in the FF and Protection 

in the OLT and FF are about 8% more expensive than PON with No Protection, PON 

with Protection using Microwave and PON with Protection in the OLT and using 

Microwave, which makes microwave an attractive option. Additionally, it was noted 

that protection in the OLT adds only 1 US$/User/Year and guarantees redundancy in the 

most critical devices in the network, i.e., the OLT. With regard to microwave-based 

protection, it was discovered that extra CAPEX financial investment to install 

protection (based on OLT with either leased MW or owned MW infrastructure) are 1 

US$/User/Year and 7 US$/User/Year, respectively.  

In terms of OPEX, it was concluded that the installation of fiber-based 

protection considerably reduces the operational costs. On the other hand, it was 

estimated that the CAPEX investment in these Protections schemes was profitable, i.e., 

it does not pay off. In this way, it can be claimed that microwave-based protection 

schemes strike a better balance between CAPEX and OPEX. Finally, it was also 

concluded that protection schemes based on microwave transport solutions are the most 

economical topologies, i.e., among all the topologies, the Protection in the OLT and 
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MW topology feature as the best alternative to guarantee reliability for the end-users 

and to reduce extra expenses. 

On the basis of sensitivity analysis, it was found that depending on the trenching 

cost for protection, (i.e., whether it is lower than or equal to 292000US$/Km, the 

investment in feeder fiber protection can be fully recovered through OPEX over a 

period of 20 years. Additionally, it can be concluded that the business penalty cost 

makes No Protection topology uneconomical for cities which have strict regulation and 

high penalty costs. As well as this, it was noted that protection might sharply reduce 

OPEX revenues since they require the addition of extra facilities. Finally, the results 

demonstrated that in cities with high network densification of base stations, i.e., a base 

station radius shorter than 100 meters, it is better to sign a contract and pay for a third 

operator for the traffic used, instead of building the infrastructure and having to pay for 

spectrum leasing.  
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CHAPTER V 
 

CONCLUSION 
 

 This thesis focuses on the techno-economic evaluation of transport solutions for 

mobile and fixed broadband access. In the first part, i.e., for future mobile access 

networks, an assessment methodology was set out for a total cost of ownership. This 

was based on wireless deployment, different backhaul architectures and an economic 

analysis of use fiber and microwave applied to a Greenfield deployment and copper-

legacy backhaul infrastructure based on Brownfield migration, i.e., using legacy 

infrastructure to its full capacity.  

In Chapter III, the following models were investigated: a traffic model used to 

forecast the expected data traffic for the next few years, a wireless deployment model 

for a European urban scenario, the backhaul options model for Greenfield and 

Brownfield deployments and finally a techno economic model to assess the backhaul 

infrastructure. 

In the case of the wireless scenarios, there were assumed scenarios consisting of 

outdoor macro base stations and small indoor base stations. Additionally, five different 

backhaul architectures were put forward, based on different combinations of copper, 

fiber and microwave technologies that applied the proposed methodology to both 

Greenfield and Brownfield options.  

The analysis of the Greenfield scenario proved that backhaul architectures based 

on Passive Optical Networks (PON) is by far the most energy-efficient system. 

However this does not necessarily mean that all current and future backhaul solutions 

should be based on a massive fiber deployment. There are in fact also other factors that 

play an equally important role. If they are neglected, it may lead to backhaul solutions 

that are energy-efficient, but suboptimal (or worse) with regard to their performance in 

other areas. This is particularly true when the operator decides to build its own fiber 

infrastructure (i.e., trenching the fiber) and when the maximum distance between the 

small base stations and the local exchanges is vast (i.e., 1km or higher). In this case, 

microwave-based backhaul architecture emerges as the most attractive approach in 

terms of costs. Another solution for reducing the costs of the fiber-based backhaul is to 

lease dark fiber instead of building a new infrastructure. The results of our study have 

provided evidence that by leasing dark fiber the most cost efficient architecture is based 
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on Fiber-to-the-Building+copper for the indoor small base stations and microwave for 

outdoor base stations.      

With regard to the Brownfield scenario a number of different options were 

suggested on how the mobile operator could migrate between different backhaul 

architectures. The results show that from an energy-consumption perspective, as 

expected, the best option is to migrate toward PON as early as possible (i.e., options 

based on immediate migration take-up, where the operator invests a large amount of 

money to replace both the copper and the Microwave (MW) infrastructure with PONs 

immediately). However, this also represents the most expensive solution in terms of 

Total Cost of Ownership (TCO). The results have shown that the best solution in terms 

of TCO, is to exploit the existing copper infrastructure for backhauling the indoor small 

base stations and gradually replace it, starting a few years before the capacity 

exhaustion (i.e., options based on Gradual migration take-up, where the operator 

decides to exploit the copper infrastructure to backhaul the indoor small cells). 

On the bases of the results, it can be inferred that backhaul constitutes a 

considerable proportion of the TCO, and the investigation between Greenfield and 

Brownfield deployment strategies must be taken into account so that operators can be 

encouraged to find the most cost-efficient and easy way to upgrade the transport 

network topology. Moreover, exploiting the legacy copper infrastructure can encourage 

operators to reduce their total costs to a considerable extent. The results also show that 

copper-based transport can still play a key role, especially in regions where it is not 

economically feasible to invest in new kinds of transport technology. Additionally, it 

was observed that microwave and fiber transport are the technologies that are able to 

handle the next generation of data traffic. To conclude, it is apparent that the main cost 

variations for the copper, fiber and MW backhaul did not significantly affect the 

conclusions drawn in previous sections. However, it was noticed that the costs for fiber 

trenching and for the microwave antenna are the most sensitive since a relatively small 

change can make some difference in the relative TCO of some backhaul architectures. 

Finally, the results make it clear that it is not possible to find a "one size fits all" 

backhaul solution. Even if there are no doubts that both microwave and fiber will be 

predominant features in future backhaul networks, the possible migration paths leading 

to these scenarios might vary. This can be attributed to a number of factors, such as the 

presence of an existing infrastructure; spectrum and license costs; the availability of 

equipment; the degree of willingness to invest in a completely new infrastructure; time 
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for the technological deployment; and the Quality of Service (QoS) levels to be 

provided to the end user. 

In the second part of the thesis, there was a comprehensive assessment 

methodology for total cost of ownership divided into three stages, i.e., Network 

Dimensioning, Failure-Associated Costs and Total Cost of Ownership Assessment. The 

main objectives were to simulate and compute the Capital Expenditures (CAPEX) and 

Operational Expenditures (OPEX) of protection transport schemes for PON as well as 

to investigate the commercial viability of investing in reliable PON topologies through 

the usase of hybrid fiber- and MW-based topologies.  

The case study outlined in Chapter IV included a comparison between six 

different transport topologies: No Protection, Protection in the Feeder Fiber, Protection 

in the Feeder Fiber and Distribution Fiber, Protection in the Optical Line Terminal and 

Feeder Fiber, Protection based on Microwave and Protection in the Optical Line 

Terminal and Microwave.  The assessment models were used to simulate the most 

attractive protection option regarding cost-efficiency and reliability over a period of 20 

years. The results demonstrate that trenching and energy consumption are the most 

significant expense for CAPEX and OPEX, respectively.  

With regard to CAPEX, it was concluded that all the PON topologies are about 

twice as cheap as a fully protected PON topology, i.e., Protection in the Feeder Fiber 

(FF) and Distribution Fiber (DF). Moreover, it was observed that the topologies based 

on Protection in the FF and Protection in the Optical Line Terminal (OLT) and FF are 

about 8% more expensive than PON with No Protection, PON with Protection using 

Microwave and PON with Protection in the OLT and using Microwave, which makes 

microwave an attractive option. Additionally, it was observed that protection in the 

OLT adds only 1 US$/User/Year and guarantees redundancy in the most critical 

equipment in the network, i.e., the OLT. With regard to microwave-based protection, it 

was found that the extra amount of CAPEX financial investment to install protection 

based on OLT and with either leased MW or owned MW infrastructure are 1 

US$/User/Year and 7 US$/User/Year, respectively.  

In terms of OPEX, it was concluded that the installation of fiber-based 

protection considerably reduces the operational costs. However, the CAPEX investment 

to deploy these Protections schemes is not profitable, i.e., it does not pay off. In this 

way, it is clear that microwave-based protection schemes strike a better balance between 

CAPEX and OPEX. Finally, it was also concluded that protection schemes based on 
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microwave transport solutions are the most economical topologies, i.e., among all 

topologies, the Protection in the OLT and MW topology stands out as the most 

promising alternative to guarantee reliability for the end-users and to reduce extra 

expenses. 

On the bases of the sensitivity analysis, it is apparent that depending on the 

trenching cost for protection, i.e., lower than or equal to 292 thousand US$/Km, the 

investment in feeder fiber protection can be fully recovered through OPEX over a 

period of 20 years. Additionally, it can be concluded that the business penalty cost 

makes No Protection topology uneconomical for cities where there are strict regulations 

and high penalty costs. As well as this, it was found that protection might sharply 

reduce the OPEX revenues due to the addition of extra active equipment, e.g., OLTs, 

ONUs, etc. Finally, the results demonstrated that cities with high densification of base 

stations, i.e., with base station radius shorter than 100 meters, it is better to sign a 

contract and pay for a third operator for the traffic used instead of building the 

infrastructure and having to pay for spectrum leasing. 

There are a number of points that need to be more fully explored in future 

works, such as the following: 

• Employing the methodologies for different scenarios, e.g., rural 

and suburban, etc, to determine the impact of different transport 

technologies on different scenarios, i.e., scenarios with variations in 

population density, area, etc. 

• Testing the framework established for protection of mobile 

backhaul scenarios to enable economical protection schemes to be 

recommended for mobile operators. 

• Simulating the protection schemes based on fiber and microwave 

to determine the impact on the mobile user service caused by traffic from 

the protected architectures, e.g., jitter and service failures. 

• Adding copper technologies in the last mile to the protection 

models with the aim of determining the impact of CAPEX and OPEX on 

hybrid protected schemes based on fiber, copper and microwave. This 

more complex scenario might better represent developing countries such 

as Brazil. 
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• Adding new transport architectures that are being developed for 

5G. In this case, it is aimed at making a comparison between new and 

legacy technologies. 

• Expanding the framework models by adding new architectures in 

order to explore other transport options. 

• Applying the models in scenarios that have different PON 

technologies such as Wavelength Division Multiplexing (WDM) and 

Next Generation PON (NGPON). 

  



114 
 

REFERENCES 
 
 
[1] Cisco, Cisco visual networking index: Global mobile data traffic forecast update, 
2015-2020, white paper, February 2016, available at 
http://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-
index-vni/white_paper_c11-520862.html. 
 
[2] UMTS Forum, Mobile traffic forecasts 2010-2020 report, technical report, January 
2011, available at http://www.umts-
forum.org/component/option,com_docman/task,doc_download/gid,2537/Itemid,213/. 
 
[3] Senza Fili Cousulting, Crucial Economics for mobile data backhaul, white paper, 
2011, available at http://wwwold.cbnl.com/downloads/crucial-economics-for-mobile-
data-backhaul.pdf. 
 
[4] Ahmed, Ashraf Awadelkarim Widaa; Markendahl, Jan; Cavdar, Cicek; Ghanbari, 
Amirhossein, "Study on the effects of backhual solutions on indoor mobile deployment 
„macrocell vs. femtocell”," Personal Indoor and Mobile Radio Communications 

(PIMRC), 2013 IEEE 24th International Symposium on , vol., no., pp.2444,2448, 8-11 
Sept. 2013. 
 
[5] M. Mahloo, P. Monti, J. Chen and L. Wosinska, "Cost Modeling of Backhaul for 
Mobile Networks ", IEEE International Conference on Communications (ICC),  Fiber-
Wireless Integrated Technologies, Systems and Networks, Jun. 2014, Australia. 
 
[6] Fernandez, A.; Stol, N., "OPEX simulation study of PONs based on network 
geometric and Markov cost models," Optical Network Design and Modeling, 2014 
International Conference on, vol., no., pp.252,257, 19-22 May 2014. 
 
[7] Alcatel-Lucent, The Declining Profitability Trend of Mobile Data: What Can Be 
Done? Assessing Network Costs and Planning for Sustainable Revenue Growth, Market 
Analysis - Technical Report, available at http://www3.alcatel-
lucent.com/belllabs/advisory-
services/documents/Declining_Profitability_Trend_of_Mobile_Data_EN_Market_Anal
ysis.pdf. 
 
[8] C. McGuire, M. R. Brew, F. Darbari, G. Bolton, A. McMahon, D. H. Crawford, S. 
Weiss, and R. W. Stewart, “Hopscotch–a low-power renewable energy base station 
network for rural broadband access,” EURASIP Journal on Wireless Commun. 

andNetw., vol. 2012, no. 112, pp. 1–12, March 2012. 
 
[9] P. Frenger, P. Moberg, J. Malmodin, Y. Jading, and I. Godor, “Reducing energy 
consumption in LTE with cell DTX,” in Proc. IEEE Veh. Technol. Conf. (VTC), ed. 
Yokohama, Japan, May 2011. 
 
[10] S. Tombaz, P. Monti; K. Wang, A. Vastberg, M. Forzati, J. Zander, "Impact of 
Backhauling Power Consumption on the Deployment of Heterogeneous Mobile 
Networks," Global Telecommunications Conference (GLOBECOM 2011), 2011 IEEE , 
vol., no., pp.1-5, 5-9.Dec.2011. 



115 
 

 
[11] P. Monti, S. Tombaz, L. Wosinska, J. Zander, "Mobile backhaul in heterogeneous 
network deployments: Technology options and power consumption," Transparent 

Optical Networks (ICTON), 2012 14th International Conference on , vol., no., pp.1-7, 
2-5 July 2012. 
 
[12] A. Ghosh, N. Mangalvedhe, R. Ratasuk, B. Mondal, M. Cudak, E. Visotsky, T. 
Thomas, J. Andrews, P. Xia, H.-S. Jo, H. Dhillon, and T. Novlan, “Heterogeneous 
cellular networks: From theory to practice,” IEEE Communications Magazine, vol. 50, 
no. 6, pp. 54–64, 2012. 
 
[13] Mesodiakaki, Agapi; Adelantado, Ferran; Antonopoulos, Angelos; Kartsakli, Elli; 
Alonso, Luis; Verikoukis, Christos, "Energy impact of outdoor small cell backhaul in 
green heterogeneous networks," Computer Aided Modeling and Design of 
Communication Links and Networks (CAMAD), 2014 IEEE 19th International 
Workshop on , vol., no., pp.11,15, 1-3 Dec. 2014. 
 
[14] Saleh, A.B.; Bulakci, O.; Redana, S.; Raaf, B.; Hamalainen, J., "Evaluating the 
energy efficiency of LTE-Advanced relay and Picocell deployments," in Wireless 
Communications and Networking Conference (WCNC), 2012 IEEE , vol., no., pp.2335-
2340, 1-4 April 2012. 
 
[15] Tipmongkolsilp, O.; Zaghloul, S.; Jukan, A., "The Evolution of Cellular Backhaul 
Technologies: Current Issues and Future Trends," in Communications Surveys & 
Tutorials, IEEE , vol.13, no.1, pp.97-113, First Quarter 2011. 
 
[16] Leiva, A.; Machuca, C.; Beghelli, A.; Olivares, R., "Migration cost analysis for 
upgrading WDM networks," Communications Magazine, IEEE, vol.51, no.11, pp.87,93, 
November 2013. 
 
[17] D. Zeller, M. Olsson, O. Blume, A. Fehske, D. Ferling, W. Tomaselli, and I. 
Gódor, “Sustainable Wireless Broadband Access to the Future Internet -The EARTH 
Project,” in The Future Internet. Springer, 2013, vol. 7858, pp.249–271. 
 
[18] D. Feng, C. Jiang, G. Lim, J. Cimini, L.J., G. Feng, and G. Li, “A survey of 
energy-efficient wireless communications,” IEEE Communications Surveys Tutorials, 
vol. 15, no. 1, pp. 167–178, 2013. 
 
[19] Razavi, R.; Claussen, H., "Urban small cell deployments: Impact on the network 
energy consumption," in Wireless Communications and Networking Conference 
Workshops (WCNCW), 2012 IEEE , vol., no., pp.47-52, 1-1 April 2012. 
 
[20] Tombaz, S.; Ki Won Sung; Zander, J., "Impact of densification on energy 
efficiency in wireless access networks," in Globecom Workshops (GC Wkshps), 2012 
IEEE , vol., no., pp.57-62, 3-7 Dec. 2012. 
 
[21] S. Tombaz, K. Sung, and J. Zander, “Energy efficiency assessment of wireless 
access networks utilizing indoor base stations,” in Proc. of IEEE Personal, Indoor and 
Mobile Radio Commun. (PIMRC), London, UK, Sep. 2013. 
 



116 
 

[22] Wireless KTH, GreenHaul: energy efficient backhauling for HetNet wireless 
deployments, research project, 2014, available at http://wireless.kth.se/wp-
content/uploads/2014/06/SP1202_04-Final-report-Greenhaul.pdf. 
 
[23] METIS, Mobile and wireless communications Enablers for the Twenty twenty 
Information Society, EU 7th Framework Programme project, available at 
https://www.metis2020.com 
 
[24] FP7, The 7th Framework Programme funded European Research and 
Technological Development from 2007 until 2013, available at 
http://cordis.europa.eu/fp7/ 
 
[25] Olmos, J.J.; Ferrus, R.; Galeana-Zapien, H., "Analytical Modeling and 
Performance Evaluation of Cell Selection Algorithms for Mobile Networks with 
Backhaul Capacity Constraints," in Wireless Communications, IEEE Transactions on , 
vol.12, no.12, pp.6011-6023, December 2013. 
 
[26] A. A. Widaa, et al., “Toward Capacity-Efficient, Cost-Efficient and Power-
Efficient Deployment Strategy for Indoor Mobile Broadband”, in Proc. European 
regional conference on the ITS, 2013. 
 
[27] Z. Frias, J. Peres, “Techno-economic analysis of femtocell deployment in long-
term evolution networks”, EURASIP Journal on Wireless Communications and 
Networking, vol. 2012, no. 1, pp. 1-15, 2012. 
 
[28] Coldrey, M.; Berg, J.-E.; Manholm, L.; Larsson, C.; Hansryd, J., "Non-line-of-sight 
small cell backhauling using microwave technology," Communications Magazine, IEEE 
, vol.51, no.9, pp.78,84, September 2013. 
 
[29] Monti, P.; Tombaz, S.; Wosinska, L.; Zander, J., "Mobile backhaul in 
heterogeneous network deployments: Technology options and power consumption," 
Transparent Optical Networks (ICTON), 2012 14th International Conference on , vol., 
no., pp.1,7, 2-5 July 2012. 
 
[30] J. M. Cioffi, "Lighting up copper [History of Communications]," Communications 
Magazine, IEEE , vol.49, no.5, pp.30-43, May 2011. 
 
[31] Ericsson, Microwave Towards 2020 – Delivering High-Capacity and Cost-
Efficient Backhaul for Broadband Networks Today and in the Future, Ericsson Report, 
September 2015, available at http://www.ericsson.com/res/docs/2015/microwave-2020-
report.pdf 
 
[32] T. Koonen, “Fiber to the home/fiber to the premises: What, Where, and When?,” 
proceedings of the IEEE, vol. 95, no. 5, pp. 911-934, 2006. 
 
[33] J. Prat, “Next-generation FTTH passive optical networks,” Springer, 2008 [book]. 
 
[34] Ghazisaidi, N.; Scheutzow, M.; Maier, M., "Survivability Analysis of Next-
Generation Passive Optical Networks and Fiber-Wireless Access Networks," in 
Reliability, IEEE Transactions on , vol.60, no.2, pp.479-492, June 2011. 



117 
 

 
[35] Anders, G.J.; Leite da Silva, A.M., "Cost related reliability measures for power 
system equipment," Power Systems, IEEE Transactions on , vol.15, no.2, pp.654,660, 
May 2000. 
 
[36] Á. Fernández and N. Stol, “CAPEX and OPEX simulation study of cost-efficient 
protection mechanisms in passive optical networks,” Opt. Switch. Netw., vol. 17, pp. 
14–24, 2015. 
 
[37] ITU-T, G.983.1: Broadband optical access systems based on Passive Optical 
Networks (PON), ITU-T Recommendation, available at https://www.itu.int/rec/T-REC-
G.983.1-200501-I/en. 
 
[38] F.  J.  Effenberger, H.  Ichibangase, and H.  Yamashita, “Advances in  Broadband  
Passive  Optical  Networking  Technologies,” IEEE Communications Magazine, vol. 
39, no. 12, pp. 118-124, Dec. 2001. 
 
[39] T.-K.  Chan, C.-K. Chan, L.-K. Chen, F.  Tong, “A  Self-Protected  Architecture  
for Wavelength-Division-Multiplexed  Passive Optical Networks,” IEEE Photonics 
Technology Letters , vol. 15, no. 11, pp. 1660-1662, Nov. 2003. 
 
[40] X. Cheng, Y. J. Wen, Z. Xu, Y. Wang, and Y.-K. Yeo, “Survivable WDM-PON 
with Self-Protection and In-Service Fault Localization Capabilities,” Optics 
Communications, vol. 281, no. 18, pp. 4606-4611, June 2008. 
 
[41] Machuca, C.M.; Jiajia Chen; Wosinska, L., "Cost-Efficient Protection in TDM 
PONs," Communications Magazine, IEEE , vol.50, no.8, pp.110,117, August 2012 – 
COMMAG. 
 
[42] Jiajia Chen; Wosinska, L.; Machuca, C.M.; Jaeger, M., "Cost vs. reliability 
performance study of fiber access network architectures," Communications Magazine, 
IEEE , vol.48, no.2, pp.56,65, February 2010. 
 
[43] C. Mas Machuca, M. Mahloo, J. Chen, and L. Wosinska, "Protection cost 
evaluation of two WDM-based Next Generation Optical Access Networks," in Network 
Architectures, Management, and Applications, L. Wosinska, K. Sato, J. Wu, and J. 
Zhang, eds., Vol. 8310 of Proceedings of SPIE (Optical Society of America, 2011), 
paper 83100P. 
 
[44] Fernandez, A.; Stol, N., "Protecting PONs: A failure impact, availability and cost 
perspective based on a geometric model," in Design of Reliable Communication 
Networks (DRCN), 2014 10th International Conference on the , vol., no., pp.1-8, 1-3 
April 2014. 
 
[45] Y. Liu, L. Guo, B. Gong, R. Ma, X. Gong, L. Zhang, and J. Yang, “Green 
survivability in fiber-wireless (FiWi) broadband access network,” Opt. Fiber Technol., 
vol. 18, no. 2, pp. 68–80, Mar. 2012. 
 
[46] S. Sarkar, H.-H. Yen, S. Dixit, and B. Mukherjee, “RADAR: risk-and-delay aware 
routing algorithm in a hybrid wireless-optical broadband access network (WOBAN), ” 



118 
 

in Optical Fiber Communication Conf. and the Nat. Fiber Optic Engineers Conf. 
(OFC/NFOEC), 2007, paper OThM4. 
 
[47] Taiming Feng; Lu Ruan, "Design of a Survivable Hybrid Wireless-Optical 
Broadband-Access Network," in Optical Communications and Networking, IEEE/OSA 
Journal of , vol.3, no.5, pp.458-464, May 2011. 
 
[48] Yanpeng Yang, Ki Won Sung, Lena Wosinska, and Jiajia Chen, "Hybrid Fiber and 
Microwave Protection for Mobile Backhauling," J. Opt. Commun. Netw. 6, 869-878 
(2014). 
 
[49] "Fiber, Microwave and Copper in the mobile backhaul, " SELTA Business case, 
Market development, Nov. 2010, Ed. 2. 
 
[50] C.-C. Sue, “1:N Protection Scheme for AWG-based WDM PONs,” in Proc., IEEE 
GLOBECOM , San Francisco, CA, USA, Nov./Dec. 2006, pp. 1–5. 
 
[51] Ceragon, Mobile Backhaul: Fiber vs Microwave, white paper, 2009, available at 
http://www.digitalairwireless.com/files/Fiber-vs-Microwave-White-
Paper_1333235596.pdf. 
 
[52] S. Chia, M. Gasparroni, P. Brick, “The next challenge for cellular networks: 
backhaul,” IEEE Microwave Magazine, vol.10, no.5, pp.54-66, August 2009. 
 
[53] O. Tipmongkolsilp, S. Zaghloul, A. Jukan, “The Evolution of Cellular Backhaul 
Technologies: Current Issues and Future Trends,” IEEE Communications Surveys & 
Tutorials, vol.13, no.1, pp.97-113, 2011. 
 
[54] Alcatel Heavy, DSL Acceleration: Making it Work, Alcatel Heavy Reading white 
paper, June 2012, available at 
http://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2013/6755-dsl-
acceleration-making-it-work.pdf. 
 
[55] GOLDEN, P., DEDIEU, H., JACOBSEN, K., Fundamentals of DSL Technology, 
Auerbach Publications, 978-0849319136,2006. 
 
[56] ITU-T, G.992.5: Asymmetric digital subscriber line 2 transceivers (ADSL2) – 
Extended bandwidth ADSL2 (ADSL2plus), ITU-T Recommendation, available at 
https://www.itu.int/rec/T-REC-G.992.5/en. 
 
[57] ITU-T, G.993.2: Very High Speed Digital Subscriber Line Transceivers 2 
(VDSL2), ITU-T Recommendation, available at https://www.itu.int/rec/T-REC-
G.993.2. 
 
[58] Chenguang Lu, Miguel Berg, Elmar Trojer, Per-Erik Eriksson, Kim Laraqui, Olle 
V. Tidblad and and Henrik Almeida, Connecting the dots: small cells shape up for high-
performance indoor radio, Ericsson Review, December 2014, available at: 
http://www.ericsson.com/res/thecompany/docs/publications/ericsson_review/2014/er-
radio-dot.pdf. 



119 
 

[59] GOLDEN, P., DEDIEU, H., JACOBSEN, K., Implementation and applications of 
DSL technology, Auerbach Publications, 978-0849334238, 2007. 
 
[60] Odling, P.; Magesacher, T.; Host, S.; Borjesson, P.O.; Berg, M.; Areizaga, E., "The 
fourth generation broadband concept," in Communications Magazine, IEEE , vol.47, 
no.1, pp.62-69, January 2009. 
 
[61] ITU-T, G.9701 “Fast Access to Subscriber Terminals (FAST) - Physical layer 
specification, ITU-T Recommendation, available at https://www.itu.int/rec/T-REC-
G.9701/en. 
 
[62] Gambini, J.; Spagnolini, U., "Wireless over cable for energy-efficient femtocell 
systems," GLOBECOM Workshops (GC Wkshps), 2010 IEEE, vol., no., pp.1464,1468, 
6-10 Dec. 2010. 
 
[63] Gambini, J.; Spagnolini, U., "Wireless over cable for femtocell systems," 
Communications Magazine, IEEE , vol.51, no.5, pp.178,185, May 2013. 
 
[64] Ericsson, Radio Dot System, Ericsson portfolio, 2013, available at 
http://www.ericsson.com/res/docs/2013/radio-dot-infographic.pdf 
 
[65] Alcatel Lucent, Solutions for G.fast, 2016, Alcatel portfolio, available at 
https://www.alcatel-lucent.com/solutions/g.fast 
 
[66] Gunther Auer, et al, "Energy efficiency analysis of the reference systems, areas of 
improvements and target breakdown," INFSO-ICT-247733 EARTH, Deliverable D2.3, 
EARTH Project, 2010. 
 
[67] W. Vereecken, W. Van Heddeghem, M. Deruyck, B. Puype, B. Lannoo, W. 
Joseph, D. Colle, L. Martens, and P. Demeester, “Power consumption in 
telecommunication networks: overview and reduction strategies,” IEEE 
Communications Magazine, vol. 49, no. 6, pp. 62–69, 2011. 
 
[68] Baliga, J.; Ayre, R.W.A.; Hinton, K.; Tucker, RodneyS., "Energy consumption in 
wired and wireless access networks," Communications Magazine, IEEE , vol.49, no.6, 
pp.70,77, June 2011. 
 
[69] R. L. Graham, “The shortest network problem”, University Video 
Communications, Open Source Video http://www.archive.org/details /RonaldLG1988. 
 
[70] Optical Access Seamless Evolution (OASE), D3.4: Migration Paths, Deliverable, 
www.ict-oase.eu/files.php?file_id=301. 
 
[71] Data interfaces shop, equipment prices, available at www.datainterfaces.com 
  
[72] Digital Subscriber Line ware house, Copper-based equipment prices, available at 
www.dsl-warehouse.com/ 
 
[73] Porta Optica, Deliverable D3.2v3: Economic analysis, dark fiber usage cost model 
and model of operations, Deliverable, 2007, available at 



120 
 

http://czechlight.cesnet.cz/documents/publications/network-architecture/2007/POS-
D3.2_Economical_analysis.pdf. 
 
[74] Casier, Koen. 2009. “Techno-economic Evaluation of a Next Generation Access 
Network Deployment in a Competitive Setting”. Ghent, Belgium: Ghent University. 
Faculty of Engineering. 
 
[75] Jiajia Chen and Lena Wosinska, "Analysis of protection schemes in PON 
compatible with smooth migration from TDM-PON to hybrid WDM/TDM-PON," J. 
Opt. Netw. 6, 514-526 (2007). 
 
 
 
 
 
 
 
 

 




